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Course Workbook Reading Assignments: Classes 1-8

NOTE: This table is for your convenience; but the timing and scope of your responsibilities in this
course are established by the latest Syllabus, not this table. Always consult the latest Syllabus!!
The following Workbook exercises must be submitted, and readings completed, prior to the start
of class on the stated dates. Late submissions will not be credited without advance permission.

Clas 1: Wednesday, January 19
Workbook: Read pp. 1-58; Complete Exercise 1, p. 58; Once you complete your Workbook reading,

please watch the ten-minute video here: https://www.youtube.com/watch?v=0yWsdS1h-TM and
the four-minute video here: https://d34zi8nxrayOrk.cloudfront.net/102695601-240.mp4

Class 2: Wednesday, February 26
Workbook: Read pp. 59-94; Complete Exercises 2, 3 and 4
Canvas: Green v. Blitz w/ Preface (14 pp.); THE SEDONA PRINCIPLES: THIRD EDITION, pages 51-54

Class 3: Wednesday, February 2
Workbook: Read pp. 95-158; Review TRCP Rule 196.4 p. 442; Complete Exercises 5 and 6
Canvas: In Re: Weekley Homes

Class 4: Wednesday, February 9
Workbook: Read pp. 159-218; Complete Exercises 7, 8 and 9

Class 5: Wednesday, February 16
Workbook: Read pp. 219-249; Complete Exercises 10 and 11

Canvas: Zubulake Cases |-V with Preface, focus on decisions | and Il

Class 6: Wednesday, February 23
Workbook: Read pp. 250-307; Complete Exercise 12

Class 7: Wednesday, March 2
Workbook: Read pp. 308-366; Complete Exercises 13-15

Watch the 5-minute video here: https://www.youtube.com/watch?v=enQ-zrNSSM4
Read this animated graphic: https://animagraffs.com/hard-disk-drive/

Class 8: Wednesday, March 9
Workbook: Read pp. 367-394; Complete Exercise 16;

Watch this 18-minute video: https://www.youtube.com/watch?v=5Mh30886qpg

FURTHER ASSIGNMENTS AND A REVISED WORKBOOK TO FOLLOW AFTER SPRING BREAK


https://www.youtube.com/watch?v=oyWsdS1h-TM
https://d34zi8nxray0rk.cloudfront.net/102695601-240.mp4
https://www.youtube.com/watch?v=enQ-zrNSSM4
https://animagraffs.com/hard-disk-drive/
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Goals for this Workbook
The goal of this course is to change the way you think about electronically stored information and

digital evidence. Despite its daunting complexity, all digital content—photos, music, documents,
spreadsheets, databases, social media and communications—exist in one common and mind-
boggling form: Almost all the information in the world exists as faint electric charges or impossibly
tiny reversals of magnetic polarity. Most of these minute polar fluctuations are read by a detector
flying above the surface of a spinning disk on a cushion of air one-thousandth the width of a human
hair in an operation akin to a jet fighter flying around the world at more than 800 times the speed
of sound, less than a millimeter above the ground...and precisely counting every blade of grass it
passes!

That’s astonishing, but what should astound you more is that there are no pages, paragraphs or
markers of any kind to define the data stream. It's the history, knowledge and creativity of
humankind distilled to two different states (on/off...one/zero) as a continuous, featureless expanse.
It's a data stream that carries not only the information we store but all the instructions needed to
make sense of the data as well--all the information about the data required to play it, display it,
transmit it or otherwise put it to work. It’s a reductive feat that’ll make your head spin...and make
you want to buy a computer scientist a drink.

Yet, it should comfort you to know that no matter the volume or variety of digital electronic
evidence, electronic evidence is more alike than different. Digital evidence is daunting, but it’s far
easier to identify, preserve, collect, search, process, review, authenticate, challenge, and produce
once you see its common threads. That’s why information technologists are prone to dismiss
overblown claims of burden with the observation, “It’s just data.”

These exercises and readings seek to get you thinking about the fantastic journey data takes from
its seamless notation as ones and zeroes to the vast variety of documents, communications,
records, recordings, and formats that confront lawyers in litigation. You are encouraged to ask
“how” and “why?” Especially, “How does it work” and “Why will knowing how benefit me?”

These exercises and readings will help you answer such questions as:

How do computers store data?

What are the differences between common storage media?

What's the difference between system and application metadata?

What'’s cryptographic hashing and how do | use it?

How do computers encode data?

How do computers use binary signatures and file extensions to distinguish file types?
How are foreign languages encoded differently from English?

© No Uk WwWwDNR

What are the seen and unseen elements of an e-mail message?
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9. Where does deleted data go if it’s not really gone?

10. How are deleted data recovered?

11. How are data preserved, processed and presented for attorney review?

12. How do we cull and filter to reduce data volumes and isolate relevant evidence?
13. How do search tools and review platforms operate?

14. What is forensic imaging?

15. What are load files, how are they used and what challenges do they present?
16. What impact do alternate forms of production have upon cost and utility?

Some of these questions may seem removed from the day-to-day practice of law; but they are
essential building blocks in a solid foundation for development of practical skills. In any discipline,
the absence of a solid foundation ultimately limits how high you can go.

This is exciting stuff! Consider how much of our lives are lived online via digital devices! Consider
the extent we are instrumented and networked and tracked. We are more telemetered today than
the Apollo astronauts of a generation ago! Never in human history has there been so much
probative and reliable evidence to draw on to help us find truth. We are so lucky!

Thank you for enrolling in this class. Together, | hope we can make it a course of study you will
value and enjoy.

Craig Ball, January 12, 2022

About the Author

I’'m a Texas trial lawyer and certified computer forensic examiner. | was lead trial counsel in a
personal injury and products liability practice for twenty-five years. I've taught digital evidence for
eleven years. My professional interests include digital forensics, emerging technologies, visual
persuasion, e-discovery, and trial tactics. | limit my law practice to service as a court-appointed
Special Master and consultant in Electronically Stored Information. I've spoken thousands of times
at educational programs for the bench and bar and served as an instructor in computer forensics
and electronic evidence to multiple law enforcement and security agencies around the world. For
nine years, | wrote a syndicated column on computer forensics and e-discovery for American
Lawyer Media called "Ball in your Court" and my writing still appear in the national media. You'll
find my blog posts at ballinyourcourt.com, other writings at craigball.com and me in the flesh
whistling a happy tune in crazy/wonderful New Orleans when I’'m not flying somewhere to teach
or explore or, lately, hunkering down for COVID. You can reach me as craig@ball.net or call/text
me at 713-320-6066. I’m here to help you, so reach out!


http://www.ballinyourcourt.com/
http://www.craigball.com/
mailto:craig@ball.net

Why E-Discovery and Digital Evidence?

The passing mention made of discovery during first year civil procedure classes cannot prepare law
students to grasp the extent to which discovery devours litigators’ lives. For every hour spent in
trial, attorneys and trial teams devote hundreds or thousands of hours to discovery and its
attendant disputes.

Too, discovery is a trial lawyer’s most daunting ethical challenge. It demands lawyers seek and
surrender information providing aid and comfort to the enemy—over the objections of clients,
irrespective of the merits of the case, and no matter how much they distrust or detest the other
side. Is there a corollary duty to act against interest in any other profession?

Discovery is hard because it runs counter to human nature, and electronic discovery is harder
because it demands a specialized knowledge and experience few lawyers possess and far afield of
conventional legal scholarship. E-discovery skills, as much as they’ve been key to lawyer
competency for decades, are yet apt to be denigrated or delegated.

Civil discovery is a high-stakes game of “Simon Says.” Counsel must phrase demands for
information with sufficient precision to implicate what’s relevant, yet with adequate breadth to
forestall evasion. It’s as confounding as it sounds, making it miraculous that discovery works as well
as it does. The key factors making it work are counsel’s professional integrity and judges’
enforcement of the rules.

Counsel’s professional integrity isn’t mere altruism; the failure to protect and produce relevant
evidence carries consequences ranging from damaged professional reputations to costly remedial
actions to so-called “death penalty” sanctions, where a discovery cheater forfeits the right to
pursue or defend a claim. Lawyers may face monetary sanctions and referral to disciplinary
authorities.

The American system of civil discovery embodies the principle that just outcomes are more likely
when parties to litigation have access to facts established by relevant evidence. Since relevant
evidence often lies within the exclusive province of those whose interests are not served by
disclosure, justice necessitates a means to compel disclosure, subject to exceptions grounded on
claims of privilege, privacy, and proportionality.

As noted, the U.S. Federal Rules of Civil Procedure articulate the scope of discovery as, “Parties may
obtain discovery regarding any nonprivileged matter that is relevant to any party’s claim or defense

and proportional to the needs of the case....” Adding, “Information within this scope of discovery
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need not be admissible in evidence to be discoverable.” Rule 401 of the Federal Rules of Evidence
defines evidence as relevant if it has any tendency to make a fact more or less probable than it
would be without the evidence and the fact is of consequence in determining the action (i.e., the
fact is material).

Relevant. Proportional. Nonprivileged. Commit these touchstones to memory as we will return to
them often.

The discovery of an opponent’s electronically stored information begins with a request for
production under Rule 34 of the Federal Rules of Civil Procedure or a similar state rule of procedure.
Rule 34 lets a party request any other party produce any designated documents or electronically
stored information—including writings, drawings, graphs, charts, photographs, sound recordings,
images, and other data or data compilations—in the responding party’s possession, custody, or
control. The responding party must respond to the request in writing within 30 days and may lodge
specific objections and withhold production pursuant to those objections.

The simplicity of the rule hardly hints at its complexity in practice. A multibillion-dollar industry of
litigation service providers and consultants exists to support discovery, and a crazy quilt of court
rulings lays bare the ignorance, obstinance, guile, and ingenuity of lawyers and clients grappling
with the preservation and exchange of electronic evidence.

To appreciate what competent counsel must know about digital discovery, consider the everyday
case where a customer slips and falls in a grocery store. A store
employee witnesses the fall, helps the customer up and escorts
her to the store manager, who prepares a written incident report.
The customer claims the fall was caused by a pool of grease on
the floor alongside a display of roasted chickens. The customer
returns home but feels enough pain to visit an emergency room

A CASE STAND
ON THREE LEG

the next day. After months of

medication and therapy, doctors

diagnose a spinal injury necessitating

surgery. When the grocery store refuses to pay for medical care, the
customer hires a lawyer to seek compensation.

From the standpoint of relevance in discovery, the case will stand on
three legs: liability, causation and damages.
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To establish liability, tort law requires the plaintiff demonstrate duty and a breach of that duty. The
store owes customers a duty to furnish reasonably safe premises and to act reasonably to correct
or warn of an unsafe condition like slippery chicken fat on the floor. Yet, the store’s personnel must
be aware of the condition to be obliged to correct or warn of the hazard or the defect must be
present for a sufficient time that a reasonable store should have become aware of the hazard and
protected its customers.

The store defends against liability by asserting that there was no grease on the floor and,
alternatively, that any grease on the floor was spilt by another customer and, despite exercising
reasonable care, the store lacked the opportunity to find and clean up the spill before the fall. The
store also asserts the plaintiff failed to watch where she was walking, contributing to cause her
injuries. Finally, the store contests causation and damages, arguing that the plaintiff exaggerates
the extent of her injuries and something other than the fall—perhaps a pre-existing condition or an
unrelated trauma—is the true cause of plaintiff’'s complaints.

As plaintiff’'s counsel ponders the potentially relevant evidence in the store’s control, he wonders:
1. Who might have witnessed the fall or the conditions?

Were witness statements obtained?

How did the store clean up after the fall?

Were photographs taken?

Were video cameras monitoring the premises? .

Is there a history of other falls?

Did the roasted chicken display leak?

© N o Uk wN

How frequently are the floors inspected and cleaned?
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Defense counsel has her own questions:

Did the plaintiff stage the fall to profit from a claim?
Did the plaintiff suffer from a pre-existing condition?
Has the plaintiff made other claims?

Was the plaintiff impaired by drink, drugs or disability?

vk W

Has the plaintiff behaved inconsistently with her claimed infirmities?

Both sides worry whether the other side acted diligently to preserve relevant evidence and if
anyone has altered or destroyed probative material. In gauging proportionality, comparable cases
have prompted damage awards ranging from one-half million to two million dollars.



The store is part of a national chain, so there are detailed policies and procedures setting out how
to police and document the premises for hazards and deal with injuries on the property. There’s an
extensive network of digital video cameras throughout the store, warehouse, and parking lot. A
database logs register sales, and all self-checkout scanners incorporate cameras. Employees clock
in and out of their shifts digitally. Multiple suppliers and subcontractors come and go daily. Virtually
everyone carries a cell phone or other device tracking geolocation and exertion. A corporate
database serves to manage claims, investigations, and dispositions. Even a simple fall on schmaltz
casts a long shadow of electronic artifacts.

Video of the fall and the area where it occurred is crucial evidence. Store
policy required a manager review and preserve video of the event before
recordings overwrite every 14 days. The manager reviewed the store video
and, from one of the deli-area feeds, kept footage beginning one minute
before the fall until five minutes afterward, when a store employee led the

plaintiff away, but before cleanup occurred. In the video, another kiosk
obstructs the view of the floor. The manager also preserved video of the plaintiff arriving and
leaving the premises. In one, plaintiff is looking at her phone. The surveillance system overwrote
other video recordings two weeks later.

The manager photographed the area showing the condition of the floor but arrived after employees
mopped and placed yellow caution cones. The store’s counsel claims staff mopped because the
plaintiff dropped a chicken she’d selected, spilling grease when she fell, not because there was any
grease already on the floor.

The parties engage in discovery seeking the customary complement of medical records and
expenses, lost earnings documentation, store policies and procedures, similar prior incidents, and
incident investigations.

Seeking to identify eyewitnesses or others who may have spilled grease buying roast chicken,
plaintiff requests the store “produce for a period one hour before and after the fall, any
photographic or transaction record (including credit- and loyalty-card identifying data) of any
persons on the premises.” Plaintiff makes the same request for “any persons who purchased roast
chicken.” Plaintiff also demands the names, addresses, and phone numbers of employees or
contractors on the premises within one hour on either side of her fall.
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In its discovery, the store asks that plaintiff “produce any texts, call records, application data or
other evidence of phone usage for one hour before and after the alleged fall and the contents of
any social networking posts for six months prior to the alleged injury to the present where any
content, comment, or imagery in the post touches or concerns the Plaintiff’s state of mind, physical

|Il

activity, or consumption of drugs or alcohol.” The store also demands that plaintiff produce “data
from any devices (including, but not limited to, phones, apps, fitness equipment, fitness monitors,
and smart watches) that record or report information about the plaintiff’s sleep, vital signs, activity,

location, movement, or exertion from six months prior to the alleged fall to the present date.”

Chances are both sides will balk at production of the electronically stored data, and it will eventually
emerge that neither side considered the data sought when obliged to preserve potentially relevant
evidence in anticipation of litigation. The parties will meet and confer, seeking to resolve the
dispute; but when they don’t arrive at a compromise narrowing the scope of the requests, both
sides will file Motions to Compel asking the Court to order their opponent to hand over the
information sought.

The parties will object on various grounds, alleging that the information isn’t relevant, doesn’t exist,
or is not reasonably accessible. Lawyers will point to undue burden and cost, oppression, excessive
inroads into private matters, and even claims the data requested is privileged or a trade secret.
Requests will be challenged as “disproportionate to the needs of the case.”

One side assures the judge it’s just a few clicks to gather the data sought. With equal certainty, the
other side counters that the task requires teams of expensive experts and months of programming
and review.

Plaintiff’s counsel points out that every roast chicken sold the day of the fall bore
a Universal Product Code (UPC) scanned at a register to establish its price and
update the store’s inventory control system. Thus, every roast chicken sale was

logged and the name of every buyer who used a credit, debit, loyalty, or EBT/SNAP

assistance card was likewise recorded. “It’s right there on the register receipts,” counsel argues,
“Just print them out.” “It’s the same for every employee,” he adds, “they scan people in and out
like roast chickens.”

Plaintiff is less sanguine about the defense’s demand for phone, social networking, and fitness
monitor evidence, uncertain how to collect, review, and produce whatever’s not been lost to the
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passage of time. “It’s going to take forever to look at it all,” she protests, “and who knows if there’s

'Il

anything relevant? It’s disproportional

The defendant concedes it tracks purchases and card usage, but not in the same system. The store
claims it can’t pair the transactions and, if they produce the names, will those buyers prove to be
eyewitnesses? Defense counsel cries, “Judge, it’s a fishing expedition!”

As both sides dodge and dither, the information sought in discovery vanishes as, e.g., the store
purges old records or plaintiff upgrades her digital devices. All but a minute of video leading up to
the fall has been overwritten by the time the first discovery request is served. When that scant
minute proves too short to establish how long the grease was on the floor, the plaintiff is prejudiced
and files a Motion for Sanctions seeking to punish the defendant for the failure to preserve crucial
evidence. When it’s learned the plaintiff closed her Facebook account after the fall and her posts
are gone, the defendant files its own Motion for Sanctions.

The defendant will argue that it shouldn’t be punished because it didn’t intend to deprive the
plaintiff of the video; “it just seemed like a minute was enough.” Defendant will claim harm
occasioned by the loss of plaintiff’s Facebook posts, positing the lost posts would have shown the
plaintiff to be physically active and happy, undermining plaintiff’s claims of disability and lost
enjoyment of life.

This is just a run-of-the-mill slip and fall case, but the outcome depends upon the exchange of an

assortment of relevant and probative sources of electronic evidence.

Now, consider the far-flung volume and variety of electronic evidence in a class action brought for
100,000 employees, for a million injured by a massive data breach or a bet-the-company patent
fight between technology titans. We cannot throw up our hands and say, “It’s too much! It’s too

II’

hard! It’s too expensive

Instead, we must balance the need to afford access to information enabling resolution of disputes
based on relevant evidence against denying that access because costs and burdens outweigh
benefits. Competency is key because disparity breeds distrust. Most would agree that the better a
lawyer’s grasp of information systems and electronic evidence, the greater the potential for
consensus with a knowledgeable opponent acting in good faith.
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But, when it comes to competency in e-discovery, there’s little agreement. Must lawyers
comprehend the discovery tasks they delegate to others? Where is the line between delegating
discovery to laypersons and the unauthorized practice of law? How does a lawyer counsel a client
to preserve and produce what the lawyer does not understand and cannot articulate?

We can define literacy and measure reading proficiency; but there is no measure of literacy when
it comes to electronic evidence and e-discovery. How can one become literate in the conventional
sense without knowing an alphabet, possessing a vocabulary, and understanding the concepts of
words and phrases? A gift for pattern recognition might let a savant fake it for a time; but genuine
literacy entails mastering fundamentals, like awareness of speech sounds (phonology), spelling
patterns (orthography), word meaning (semantics), grammar, (syntax), and patterns of word
formation (morphology). One in eight adult Americans cannot read. Do we expect any of them are
lawyers?

Electronic evidence and e-discovery literacy demands more than what’s required for computer
literacy (the ability to use computers and related technology efficiently) or digital literacy (the
ability to find, evaluate, and communicate information via digital platforms). Computer and digital
literacy are just a start: necessary but insufficient.

Competence in e-discovery and digital evidence encompasses a working knowledge of matters
touching evidence integrity and being equipped to support and challenge the authenticity and
admissibility of electronic evidence. Competence requires that one understand, inter alia, what
electronically stored information is, where it resides, the forms it takes, and the metadata it
implicates. What makes it trustworthy? How is it forged and manipulated? What constitutes a chain
of custody sufficient to counter attacks on your handling of evidence? How do you properly
preserve data without altering it? How do you communicate technical obligations to technical
personnel without understanding the language they speak and the environment in which they
work? How do you seek, cull, search, sort, review, and produce electronically stored information?
What does it cost? How long does it take?

We expect banking attorneys to understand banking and real estate attorneys to understand real
estate. Shouldn’t we expect trial lawyers to understand electronic evidence and discovery? If so, do
we start by teaching them the alphabet or do we hope they can learn to fake it without
fundamentals?
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This course reflects my sense that, while one can surely become a fine physician without it, | want
my doctor to have taken biochemistry...and passed. Likewise, | believe students of electronic
evidence and e-discovery must not be strangers to data storage, collection, encoding, processing,
metadata, search, forms of production, and the vocabulary of information technology (IT) and
computer forensics.

If you believe that all a trial lawyer needs to know is the law, this is not the course for you. Here,
we celebrate the “e” in e-discovery and e-evidence. You'll get your hands dirty with data, use
modern tools and learn to speak geek. We strive together toward competence and confidence, so
that you may emerge, not as ill-equipped computer scientists, but poised to be tech-savvy
litigators.
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Introduction to Discovery in U.S. Civil Litigation

Until the mid-20th century, the trial of a civil lawsuit was an exercise in ambush. Parties to litigation
knew little about an opponent’s claims or defenses until aired in open court. A lawyer’s only means
to know what witnesses would say was to locate them before trial and persuade them to talk.
Witnesses weren’t obliged to speak with counsel, and what they volunteered out of court might
change markedly under oath in court. Too, at law, there was no right to see documentary evidence
before trial.

John Henry Wigmore, nicely summed up the situation in his seminal, A Treatise on the System of
Evidence in Trial at Common Law (1904). Citing the Latin maxim, nemo tenetur armare adversarium
suum contra se (“no one is bound to arm his adversary against himself”), Wigmore explained:

To require the disclosure to an adversary of the evidence that is to be produced would
be repugnant to all sportsmanlike instincts. Rather permit you to preserve the secret
of your tactics, to lock up your documents in the vault, to send your witness to board
in some obscure village, and then, reserving your evidential resources until the final
moment, to marshal them at the trial before your surprised and dismayed antagonist,
and thus overwhelm him. Such was the spirit of the common law; and such in part it
still is. It did not defend or condone trickery and deception; but it did regard the
concealment of one’s evidential resources and the preservation of the opponent’s
defenseless ignorance as a fair and irreproachable accompaniment of the game of
litigation.

Id. At Vol. lll, §1845, p. 2402.

Our forebears at common law?! feared that disclosure of evidence would facilitate unscrupulous
efforts to tamper with witnesses and promote the forging of false evidence. The element of
surprise was thought to promote integrity of process.

Legal reformers hated “trial by ambush” and, in the late-1930’s, they sought to eliminate surprise
and chicanery in U.S. courts by letting litigants obtain information about an opponent’s case before
trial in a process dubbed “discovery.”? The reformer’s goal was to streamline the trial process and

1 “Common law” refers to the law as declared by judges in judicial decisions (“precedent”) rather
than rules established in statutes enacted by legislative bodies.

2 That is not to say that discovery was unknown. Many jurisdictions offered a mechanism for a Bill
of Discovery, essentially a separate suit in equity geared to obtaining testimony or documents in
support of one’s own position. However, Bills of Discovery typically made no provision for obtaining
information about an opponent’s claims, defenses or evidence—which is, of course, what one
would most desire. As well, some states experimented with procedural codes that allowed for
discovery of documents and taking of testimony (e.g., David Dudley Field II's model code). For a
comprehensive treatment of the topic, see, Ragland, George, Jr., Discovery Before Trial, 1932.
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enable litigants to better assess the merits of the dispute and settle their differences without need
of a trial.

After three years of drafting and debate, the first Federal Rules of Civil Procedure went into effect
on September 16, 1938. Though amended many times since, the tools of discovery contained in
those nascent Rules endure to this day:

e Oral and written depositions (Rules 30 and 31)

e Interrogatories (Rule 33)

e Requests to inspect and copy documents and to inspect tangible and real property (Rule 34)

e Physical and mental examinations of persons (Rule 35)

e Requests for admissions (Rule 36)

e Subpoena of witnesses and records (Rule 45)

Tools of Discovery Defined

Depositions

A deposition is an interrogation of a party or witness (“deponent”) under oath, where both the
guestions and responses are recorded for later use in hearings or at trial. Testimony may be elicited
face-to-face (“oral deposition”) or by presenting a list of questions to be posed to the witness
(“written deposition”). Deposition testimony may be used in lieu of a witness’ testimony when a
witness is not present or to impeach the witness in a proceeding when a witness offers inconsistent
testimony. Deposition testimony is typically memorialized as a “transcript” made by an official
court reporter but may also be a video obtained by a videographer.

Interrogatories

Interrogatories are written questions posed by one party to another to be answered under oath.
Although the responses bind the responding party much like a deposition on written questions,
there is no testimony elicited nor any court reporter or videographer involved.

Requests for Production

Parties use Requests for Production to demand to inspect or obtain copies of tangible evidence and
documents. Requests for Production are the chief means by which parties pursue electronically
stored information (ESI). Requests may also seek access to places and things.

Requests for Physical and Mental Examination

When the physical or mental status of a party is in issue (such as when damages are sought for
personal injury or disability), an opposing party may seek to compel the claimant to submit to
examination by a physician or other qualified examiner.

Requests for Admission

These are used to require parties to concede, under oath, that particular facts and matters are true
or that a document is genuine.
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Subpoena

A subpoena is a directive requiring the recipient to take some action, typically to appear and give
testimony or hand over or permit inspection of specified documents or tangible evidence.
Subpoenas are commonly used to obtain evidence from persons and entities who are not parties
to the lawsuit.

Strictly speaking, the Federal Rules of Civil Procedure do not characterize subpoenas as a discovery
mechanism because their use is ancillary to depositions and proceedings. Still, they are employed
so frequently and powerfully in discovery as to warrant mention here.

Scope of Discovery Defined
Rule 26(b)(1) of the Federal Rules of Civil Procedure defines the scope of discovery this way:

Parties may obtain discovery regarding any nonprivileged matter that is relevant to any
party's claim or defense and proportional to the needs of the case, considering the
importance of the issues at stake in the action, the amount in controversy, the parties’
relative access to relevant information, the parties’ resources, the importance of the
discovery in resolving the issues, and whether the burden or expense of the proposed
discovery outweighs its likely benefit. Information within this scope of discovery need
not be admissible in evidence to be discoverable.

The Federal Rules don’t define what is “relevant,” but the generally accepted definition is that a
matter is relevant when it has any tendency to make a fact more (or less) probable. Information
may be relevant even when not admissible as competent evidence, such as hearsay or documents
of questionable authenticity.

The requirement that the scope of discovery be proportional to the needs of the case was added
to the Rules effective December 1, 2015, although it has long been feasible for a party to object to
discovery efforts as being disproportionate and seek protection from the Court.

Certain matters fall beyond the proper scope of discovery because they enjoy a privilege from
disclosure. The most common examples of these privileged matters are confidential attorney-client
communications and attorney trial preparation materials (also called “attorney work product”).
Other privileged communications include confidential communications between spouses, between
priest and penitent and communications protected by the Fifth Amendment of the U.S.
Constitution.

Protection from Abuse and Oppression

The discovery provisions of the Federal Rules of Civil Procedure are both sword and shield. They
contain tools by which litigants may resist abusive or oppressive discovery efforts. Parties have the
right to object to requests and refrain from production on the strength of those objections. Parties
may also seek Protective Orders from the court. Rule 26(c) provides:
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“The court may, for good cause, issue an order to protect a party or person from annoyance,
embarrassment, oppression, or undue burden or expense, including one or more of the
following:
(A) forbidding the disclosure or discovery;
(B) specifying terms, including time and place or the allocation of expenses, for the
disclosure or discovery;
(C) prescribing a discovery method other than the one selected by the party seeking
discovery;
(D) forbidding inquiry into certain matters, or limiting the scope of disclosure or
discovery to certain matters;
(E) designating the persons who may be present while the discovery is conducted;
(F) requiring that a deposition be sealed and opened only on court order;
(G) requiring that a trade secret or other confidential research, development, or
commercial information not be revealed or be revealed only in a specified way; and
(H) requiring that the parties simultaneously file specified documents or information in
sealed envelopes, to be opened as the court directs.”

TOOLS OF U.S. CIVIL DISCOVERY
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Electronic Discovery and Digital Evidence: What Every Lawyer Should Know

Discovery is the legal process governing the right to obtain and the obligation to tender non-
privileged matter relevant to any party's claims or defenses in litigation. Though discovery
sometimes entails gaining access to physical objects like real estate, defective products or people
(e.g., medical exams), most discovery efforts are directed to information existing as human
recollection elicited by testimony or recorded either as ink on paper or stored electronically, often
as magnetized regions of spinning disks. Discovery is e-discovery when the relevant “matter”
consists of electronically stored information (ESI).

Born of simpler times, requests for production were conceived to operate simply. A party to a
lawsuit asks another party or a third party to furnish information, either by specifically or generically
specifying the documents or records of interest or by describing topics about which information is
sought. The party responding to the request had about a month to locate responsive items and
make them available for inspection and copying or supply copies of the responsive items. The
responding party could withhold or redact items containing privileged information, such as
confidential communications between lawyer and client, but must furnish a log describing items
withheld or redacted. The court served as a referee, affording protection to litigants for whom the
process proved unduly burdensome and compelling production when responses proved
insufficient.

At the dawn of civil discovery, people had been recording information on textual media for
thousands of years, and the second half of the twentieth century was the apex of document-centric
recordkeeping. Until mass adoption of personal computing and the internet in the 1990’s, virtually
all personal and most business communications took place as ink on paper or via ephemeral
discussion, literally invisible vibration of the air.

The halcyon days of paper discovery were rife with quarrels about vague requests and obstructive
responses. Paper discovery was expensive and time-consuming; but paper discovery was
manageable, principally because we were schooled from childhood in how to understand and
organize paper documents.

Then everything changed.

Today, virtually all personal and business communications entail the movement of electrons.
Ephemeral phone conversations are now tangible texts. What once was ink on paper are now pixels
on screens, often guised to mimic familiar experiences with paper. More, electronic transactions
and communications come coupled with information that describes the Who, What, When, Where
and How of the transaction or communication. Such data-about-data, called metadata, may
convey more useful information than the transaction or communication it describes.
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Thus, things civilization had done one way for millennia stopped being done that way in the course
of a generation, spawning digital whiplash in the world of civil discovery.

Many lawyers hearken back to the exchange of information on paper. It is their sole, enduring
context for discovery. Paper discovery was simpler. Being tangible, paper had to be more
aggressively managed and organized to be useful; and being tangible, paper delivered its
information payload right on the page as, e.g., letterhead data, content, dates and circulation lists.
Finally, being tangible, paper felt finite. There might be a lot of it, but you could see how much and
gauge the workload.

Electronically stored information feels infinite. Indeed, there is a lot of it—replicated, distributed
and fragmented. Being intangible and taking many forms, it’s hard to know what you’re dealing
with. Being intangible, people store ESI wherever they wish, without undertaking to manage it--
imagining that when the time came to deal with ESI, the skills used for paper would suffice.

E-discovery is more complex than paper discovery; but then, electric lighting is more complex than
candles, and cars more complex than wagons. It’s a complexity borne to useful ends.

For its challenges, ESI has advantages the legal system has yet to fully harness. ESI is inherently
electronically searchable and structured to allow it to be culled, categorized and analyzed more
effectively than paper records. Metadata afford us ways to assess the origins, integrity and import
of evidence. The variety, ubiquity and richness of ESI blazes new trails to the truth of an event or
transaction. Even the much-lamented loss of personal privacy attendant to modern digital life
reveals a silver lining when it serves as reliable, probative evidence in support of just outcomes.

More information does not inevitably lead to better information and may serve to obscure the best
information. So, the skills needed in e-discovery are not only those that can ferret out relevant
information but also those that can manage the signal-to-noise ratio of that information.

Character and Competence in Discovery

In this golden age of evidence, ushered in by the monumental growth of data, all who access
electronically stored information and use digital devices generate and acquire vast volumes of
digital evidence. Never during human history have we had so much probative evidence, and never
has that evidence been so objective and precise. Yet, lawyers are like farmers complaining of oil
on their property; they bemoan electronic evidence because they haven’t awoken to its value.

That’s not surprising. What lawyer in practice received practical instruction in electronic evidence?
Few law schools offer courses in electronic evidence, and those teaching e-discovery rarely tackle
the essential “e” that sets e-discovery apart. Continuing legal education courses shy away from the
nuts and bolts of information technology needed to competently manage and marshal digital
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evidence. Law graduates are expected to acquire trade skills by apprenticeship; yet experienced
counsel haven’t technical savvy to share. Competence in electronic evidence is exceptionally rare,
and there is little afoot to change that save the vain expectation that lawyers will miraculously gain
competence without education or effort.

As sources of digital evidence proliferate in the cloud, on mobile devices and tablets and within the
burgeoning Internet of Things, the gap between competent and incompetent counsel grows. We
suffer most when standard setters decline to define competence in ways that might exclude them.
Vague pronouncements of a duty to stay abreast of “relevant technology” are noble but do not
help lawyers know what they must know.3

Discovery is much maligned as a too costly, too burdensome, too intrusive fishing expedition.*
Discovery is effective and affordable when deployed with character and competence, but there’s
sufficient lack of both in the world to ensure that discovery abuse and obstruction remain
commonplace.

Character is hard to instill and harder still to measure; but competence is not. We can require that
lawyers master the fundamentals of modern information—particularly those needed for electronic
discovery, where so many lag—and we can objectively assess their ken. When you can establish
competence, you can more easily discern character or, as Oliver Wendell Holmes, Jr. aptly
observed, you can know what any dog knows; that is, the difference between being stumbled over
and being kicked.

3 Rule 1.1 of the American Bar Association Model Rules of Professional Conduct provides that, “[a]
lawyer shall provide competent representation to a client. Competent representation requires the
legal knowledge, skill, thoroughness and preparation reasonably necessary for the representation.”
Comment 8 to Rule 1.1 adds, “[t]o maintain the requisite knowledge and skill, a lawyer should keep
abreast of changes in the law and its practice, including the benefits and risks associated with
relevant technology....” Emphasis added. Many states have added the same language to their
disciplinary rules.

4 Such concerns are not new. Well before the original Rules went into effect, the Chairman of the
Rules Advisory Committee exclaimed, “We are going to have an outburst against this discovery
business unless we can hedge it about with some appearance of safety against fishing
expeditions." Proceedings of the Advisory Committee (Feb. 22, 1935), at CI-209-60-0-209.61.
Many still curse “this discovery business,” particularly those most likely to benefit from the return
of trial by ambush and those who would more-or-less do away with trials altogether.
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To leap the competence chasm, lawyers must recognize the
value and necessity of acquiring a solid foundation in the
technical and legal aspects of electronic evidence, and bar
associations, law schools and continuing education providers
must supply the accessible and affordable educational

- 4
opportunities and resources needed to help lawyers across. “Even a dog disfinguishes
between being stumbled

. . . over and being kicked."”
So, it is heartening when the state with the second largest

number of practicing lawyers in America takes a strong, clear _ Oliver Wendell Holmes, Jr.
stand on what lawyers must know about discovery of ﬁrhec"m’""" Law
electronic evidence. The State Bar of California Standing : ;f;’ .
Committee on Professional Responsibility and Conduct issued e

an advisory opinion in which the Committee sets out the level

of skill and familiarity required when, acting alone or with
assistance, counsel undertakes to represent a client in a matter implicating electronic discovery.>

The Committee wrote:

We start with the premise that “competent” handling of e-discovery has many dimensions,
depending upon the complexity of e-discovery in a particular case. The ethical duty of
competence requires an attorney to assess at the outset of each case what electronic
discovery issues, if any, might arise during the litigation, including the likelihood that e-
discovery will or should be sought by either side. If it is likely that e-discovery will be sought,
the duty of competence requires an attorney to assess his or her own e-discovery skills and
resources as part of the attorney’s duty to provide the client with competent
representation. If an attorney lacks such skills and/or resources, the attorney must take
steps to acquire sufficient learning and skill, or associate or consult with someone with
appropriate expertise to assist. ... Taken together generally, and under current technological
standards, attorneys handling e-discovery should have the requisite level of familiarity and
skill to, among other things, be able to perform (either by themselves or in association with
competent co-counsel or expert consultants) the following:

1. initially assess e-discovery needs and issues, if any;

5 The State Bar of California Standing Committee on Professional Responsibility and Conduct
Formal Opinion Interim No. 11-0004 (2014).
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2. implement appropriate ESI preservation procedures, including the obligation to advise
a client of the legal requirement to take actions to preserve evidence, like electronic
information, potentially relevant to the issues raised in the litigation;

analyze and understand a client's ESI systems and storage;

identify custodians of relevant ESI;®

perform appropriate searches;

collect responsive ESI in a manner that preserves the integrity of that ESI;

advise the client as to available options for collection and preservation of ESI;

0O N O WUV AW

engage in competent and meaningful meet and confer with opposing counsel
concerning an e-discovery plan; and
9. produce responsive ESI in a recognized and appropriate manner.’

ATTORN EY ES| COMPETENCE When it comes to handling cases with ESI,
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State Bar of California Standing Committee on Professional Responsibility and Conduct, Formal Opinion No. 2015-193 (2015)

5 Though the term “records custodian” is customarily defined as the person responsible for, or the person with
administrative control over, granting access to an organization's documents or electronic files while protecting the
data as defined by the organization's security policy or its standard IT practices, the term tends to be accorded a less
precise definition in e-discovery and is best thought of as anyone with possession, custody or control of ESI, including
a legal right or practical ability to access same. See, e.g., In re NTL, Inc. Securities Litigation, 244 F.R.D. 179, 195
(S.D.N.Y. 2007).
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Thus, California lawyers face a simple mandate when it comes to e-discovery, and one that should
take hold everywhere: Learn it, get help or get out. Declining the representation may be the only
ethical response when the lawyer lacks enough time to acquire the requisite skills and the case
won'’t bear the cost of associating competent co-counsel or expert consultants. Most cases aren’t
big enough to feed two mouths when only one is competent.

Each of the nine tasks implicate a broad range of technical and tactical skills. The interplay between
technical and tactical suggests that just asking Information Technology (IT) personnel some
guestions won’t suffice. Both efficiency and effectiveness demand that, if the lawyer is to serve as
decision maker and advocate, the lawyer needs to do more than parrot a few phrases. The lawyer
needs to understand what the technologists are talking about, then follow the evidence.

A lawyer must be capable of recognizing the digital evidence obligations and issues that arise. This
requires experience and a working knowledge of the case law and professional literature. Certainly,
a lawyer’s first step toward competence begins with reading the Rules and the leading cases, but
the lawyer must then explore the argot of information technology. When we come across an
unfamiliar technical term in an opinion or article, we can’t elide over it. We must look it up! Google
and Wikipedia are our friends!

Implementing appropriate ESI preservation procedures means knowing how to scope,
communicate and implement a defensible legal hold. You can’t be competent to scope a hold
without understanding the tools and software your client uses. You can’t help your client avoid
data loss and spoliation if you have no idea what data is robust and tenacious and what is fragile
and transitory. How do you preserve relevant data and metadata without the barest notion of what
data and metadata exist and where it resides?

At first blush, identifying custodians of relevant ESI seems to require no special skills; but behind
the scenes, a cadre of IT specialists administer and maintain the complex and dynamic server,
database and Cloud environments businesses use. We can’t expect people unschooled in
information technology to preserve backup media or suspend programs purging data our clients
must preserve. These are tasks for IT specialists. Competence in counsel includes the ability to
pose the right questions to the right people, including information technologists.

Performing appropriate searches entails more than just guessing what search terms seem suitable.
Search is a science. Search tools vary widely, and counsel must understand what these tools can
and cannot do. Queries must be tested to assess precision and recall. Small mistakes in search
prompt big downstream consequences, where timely tweaks engender big savings. How do you
negotiate culling and filtering criteria if you don’t understand the ways ESl is culled and filtered?
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Some ESI can be preserved in place with little cost and burden and may even be safely and reliably
searched in situ to save money. Other ESI requires data be collected and processed to be amenable
to search. Understanding which is which is crucial to being competent to advise clients about
available options and forthcoming costs.

Lawyers lacking digital evidence skills can mount a successful meet and confer on ESI issues by
getting technically astute personnel together to ‘dance geek-to-geek.” But that’s costly and risky.
Cautious, competent counsel will want to understand the risks and costs, not just trust the
technologists to know what’s relevant and how and when to protect privileged and sensitive data.

Competent counsel understands that there is no single form suited to production of every item of
ESI and recognizes the costs and burdens associated with alternate forms of production.
Competent counsel knows that converting native electronic formats to TIFF images increases the
size of the files many times and inflates the cost of ingestion and hosting by vendors. Competent
counsel knows when it’s essential to demand native forms of production to guard against data loss
and preserve utility. Conversely, competent counsel knows how to make the case for TIFF
production to handicap an opponent or when needed for redaction.

Clearly, there’s a lot more to e-discovery than many imagine, and much of it must fall within
counsel’s ambit. Virtually all evidence today is born digitally. It’s data, and only a fraction takes
forms we’ve traditionally called documents. Lawyers ignored ESI for decades while information
technologies changed the world. Is it any wonder there’s a competence chasm? Few excel at all of
the skills that trial work requires; but every trial lawyer must be minimally competent in them all.
Today, the most demanding of these skills is e-discovery.

Is it fair to deem practicing attorneys incompetent, or even unethical, because they don’t possess
skills not taught to them in law school? It may not feel fair to lawyers trained for a vanished world
of paper documents; but to the courts and clients ill-served by those old ways, it’s not just fair—it’s
right.

The development of e-evidence skills by the legal profession is hampered by a delusion that if
lawyers can just keep electronic evidence at bay, there will be a way to turn back the digital deluge.
Many lawyers, judges and litigants still mistakenly believe that the paper-centric methods that
served so well in the past will work in a digital world and indulge their delusion (at horrific expense)
by converting electronic data into clumsy, paper- or paper like formats. Big firm lawyers and
corporations have grown comfortable outsourcing electronic discovery to service providers whose
expanding roles blur the boundary between technical support and substantive law practice.
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Delegating e-discovery duties to vendors has allowed lawyers to muddle through, but at great
expense and peril of error, delay and miscommunication.

Vendors have won the battle, but have they won the war? Lawyers have been willing dupes to the
idea that e-discovery is a service they must buy instead of a competence they must possess. If trial
lawyers hope to remain the captains of litigation, they must be competent in doing, not just buying,
e-discovery. If you want to take the helm, it’s wise to know how to steer.

26



The Electronic Discovery Reference Model (EDRM)
In 2005, when e-discovery had hardly entered lawyer lexicons, Minnesotans George Socha and Tom

Gelbmann saw we weren’t speaking the same language. George and Tom proposed a conceptual
view of the electronic discovery process, expressed as a diagram to serve as a basis for discussion
and analysis. The now-iconic EDRM diagram helped the legal and vendor communities
communicate more clearly and reinforced the iterative nature of a successful e-discovery model;
one that vanquishes volume and enriches relevance.

Electronic Discovery Reference Model
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Information Governance
Getting your electronic house in order to mitigate risk & expenses should e-discovery become an
issue, from initial creation of ESI (electronically stored information) through its final disposition.

Identification
Locating potential sources of ESI & determining its scope, breadth & depth.

Preservation
Ensuring that ESI is protected against inappropriate alteration or destruction.

Collection
Gathering ESI for further use in the e-discovery process (processing, review, etc.).
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Processing
Reducing the volume of ESI and converting it, if necessary, to forms more suitable for review &
analysis.

Review
Evaluating ESI for relevance & privilege.

Analysis
Evaluating ESI for content & context, including key patterns, topics, people & discussion.

Production
Delivering ESI to others in appropriate forms & using appropriate delivery mechanisms.

Presentation

Displaying ESI before audiences (at depositions, hearings, trials, etc.), especially in native & near-
native forms, to elicit further information, validate existing facts or positions, or persuade an
audience.

In this course, the EDRM serves as our conceptual framework for understanding the functional
components of electronic discovery from identification through presentation.

Too, we must peer past the colorful confines of the EDRM and weigh the evidentiary and societal
aspects of electronic evidence. In a world without notarized pen-and-ink signatures--where simply
flipping a bit value changes everything--how do we prove the authenticity or attack the integrity of
digital evidence? How will we trust, train and perhaps restrain Artificial Intelligence (Al) systems
serving as proxies for human judgment? How do we balance personal privacy and the need to
safeguard trade secrets against the obligation to bring the best evidence into court?
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Introduction to Data Storage Media

Mankind has been storing data for thousands of years, on stone, bone, clay,
wood, metal, glass, skin, papyrus, wax, paper, plastic and film. In fact,
people were storing data in binary formats long before the emergence of
modern digital computers. Records from 9™ century Persia describe an
organ playing interchangeable cylinders. Eighteenth century textile
manufacturers employed perforated rolls of paper to control Jacquard
looms, and Swiss and German music box makers used metal drums or
platters to store tunes. At the dawn of the Jazz Age, no self-respecting
American family of means lacked a player piano capable (more-or-less) of
reproducing the works of the world’s greatest pianists.

Whether you store data as a perforation or a pin, you’re storing binary data.
That is, there are two data states: hole or no hole, pin or no pin, one or zero.

AAAAA

Jacqurd Loom Music Box Player Piano
Punched Cards

In 1889, U.S. inventor Herman Hollerith (1860-1929) was granted a patent
for his system for storing data on perforated paper cards that revolutionized

.
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pmy the 1890 U.S. census. Using 43 Hollerith machines
and 62 million punched cards, the time to tabulate
the census dropped from eight years to three.® In
the 1930’s, demand for electronic data storage led
to widespread adoption of Hollerith cards as a fast,
. practical and cost-effective binary storage media.
These punched cards, initially made in a variety of
sizes and formats, were ultimately standardized by

8 Hollerith founded The Tabulating Machine Company, based in the Georgetown neighborhood of Washington, D.C.
Hollerith’s company was later merged with others and renamed International Business Machines Company, now IBM.
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IBM as the 80 column, 12 row (7.375” by 3.25”) 18V 5081-style 80-column card
format (right) that dominated computing well into
the 1970’s. In the mid-1950s, punched card sales i i S
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typing program instructions onto these unforgiving
punch cards, cousins to the oily, yellow perforated paper tape that Bill
Gates and this author used on opposite coasts to program mainframe
computers via a teletype terminal in the early 1970s.

In the punch card era, storing programs and data
sets meant storing stacks of IBM cards, often in
motorized “tub files” as seen at right.

The encoding schemes of these obsolete media
differ from those we use today principally in e i == : Y :
speed and scale; but the binary fundamentals are  pE—————T=t o M/ 7

still...fundamental and connect our toil in e- /g 1 R R ‘_; .
“ | <y V. ek

discovery and computer forensics to the likes of s

Charles Babbage, Alan Turing, Ada Lovelace, John

von Neumann, Robert Noyce and both Steves
(Wozniak and Jobs).

In the space of a single generation, we have come far.

The IBM punched cards held 80 columns of 12 punch positions or 960 bits. Nominally, that’s 120
eight-bit bytes, but because eight columns weren’t always used for data storage, the storage
capacity was closer to 864 bits or 108 bytes—and not that much in fact, because each column was
typically dedicated to just one 7- or 8-bit ASCII character, so the practical capacity of a punch card
was 80 characters/80 bytes or less.®

9 After hours researching the capacity question, | couldn’t arrive at a definitive answer because capacity varied
according, inter alia, to the type of information being stored (binary versus ASCIl) and a reluctance to punch out too
many adjacent perforations lest it become a “lace card” too fragile to use.
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Using the 108-byte value, the formatted “1.44mb” 3.5-inch floppy disks SONY
commonly used from the mid-1980s to early 2000s held 1.4 million bytes L I
(megabytes), so a floppy disk could store the same amount of data as
about 13,653 IBM cards, i.e., seven 2,000 card boxes of cards or, at 143
cards to the inch, an eight-foot stack. That’s a common ceiling height and

taller than anyone who ever played for the NBA.

The prim Eisenhower-era programmer in the photo below steadies 62,500 punched cards said to
hold the five megabytes of program instructions for the massive SAGE (Semi-Automatic Ground

Environment) military computing network (an 80 byte capacity for each card).

Fast forward to today’s capacious hard drives, a fifty-dollar
terabyte drive holds 1,099,511,627,776 bytes. That’s over ten
billion IBM cards (10,180,663,220 to be precise). Now, our
| stack of cards is 1,123 miles, or roughly the driving distance
between Washington, D.C. and New Orleans.

So, the 30TB (compressed) capacity of an LTO-8 backup
tape cartridge starts to equal something like 305 billion IBM
cards—a stack spanning 33,709 miles that would handily circle

the globe at the Equator.

These are hypothetical extrapolations, not real-world metrics
because much storage capacity is lost to file system

overhead. If you used a warehouse for physical storage, you'd

1.44MB=8 feet | 17TB=1,023 miles
TN P

S

30TB=33,709 miles

"
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need to sacrifice space for shelving and aisles, and you’d likely find that not everything you store
perfectly fits wall-to-wall and floor-to-ceiling. Similarly, digital storage sacrifices capacity to file
tables and wastes space by using fixed cluster sizes. If afile is smaller than the clusters (i.e., storage
blocks) allocated to its storage, then the bytes between the end of the file and the end of the cluster
is wasted “slack space.”

The 1950’s saw the emergence of electromagnetic storage as the dominant medium for electronic
data storage. Although solid-state storage will ultimately eclipse electromagnetic media for local
storage, electromagnetic storage will continue to dominate network and cloud storage well into
the 2020s, if not long after, because it’s considerably more economical and capacious storage
versus solid state media.

Magnetic Tape

The earliest popular form of electromagnetic data
storage was magnetic tape.

Spinning reels of tape were a clichéd visual
metaphor for computing in films and television
shows from the 1950s through 1970’s. Though the
miles of tape on those reels now resides in

cartridges and cassettes, tapes remain an enduring
medium for backup and archival of electronically
stored information. Compact cassette tape was the
earliest data storage medium for personal
computers including the pioneering Radio Shack
TRS-80 and the very first IBM personal computer,
the model XT.

The LTO-8 format tapes introduced in 2017 house
3,150 feet of half inch tape in a cartridge just four
inches square and less than an inch thick; yet each cartridge natively hold 12.0 terabytes of
uncompressed data and up to 30 TB of compressed datal® delivered at a transfer rate of 360
megabytes per second. LTO tapes use a back-and-forth or linear serpentine recording scheme.
“Linear” because it stores data in parallel tracks running the length of the tape, and “serpentine”
because its path snakes back-and forth, reversing direction on each pass. Thirty-two of the LTO-8

10 Since most data stored on backup tape is compressed, the actual volume of ESI on tape may be 2+ times greater
than the native capacity of the tape.
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cartridge’s 3,584 tracks are read or written as the tape moves past the recording heads, so it takes
112 back-and-forth passes or “wraps” to read or write the full contents of a single LTO-8 cartridge.

That’s 67 miles of tape passing the heads, roughly the distance between Austin and San Antonio!
So, it takes hours to read or write each tape; e.g., more than nine hours to write a full tape at
maximum uncompressed speed. While tape isn’t as fast as hard drives, it’s proven to be more
durable and less costly for long term storage; that is, so long as the data is being stored, not
restored.

LTO-8 Ultrium Tape Sony AIT-3 Tape SDLT-Il Tape

L. ] ‘

SDX3-100C

LTO Ultrium

Floppy Disks

Today, the only place a computer user is likely to see a floppy disk is as the menu icon for storage
on the menu bar of Microsft Office applications. But, floppy disks played a central role in software
distribution and data storage for
personal computing for thirty years..

Floppy disks are another form of
electromagnetic storage. All floppy
disks have a spinning, flexible plastic
disk coated with a magnetic oxide (e.g.,
rust). The disk is essentially the same
composition as magnetic tape in disk

form. Disks were formatted (either by
the user or pre-formatted by the 8", 5.25" and 3.5" Floppy Disks
manufacturer) so as to divide the disk
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into various concentric rings of data called 8" Floppy Disk in Use
tracks, with tracks further subdivided into tiny '
arcs called sectors. Formatting enables
systems to locate data on physical storage
media much as platting a subdivision into
streets and house numbers enable us to locate
homes in a neighborhood.

Though many competing floppy disk sizes and
formats have been introduced since 1971, only

five formats are likely to be encountered in e-
discovery. These are the 8”, 5.25”, 3.5
standard, 3.5 high density and Zip formats and,
of these, the 3.5HD format 1.44 megabyte capacity floppy is by far the most prevalent legacy floppy
disk format.

The Zip Disk was one of several proprietary “super floppy”

Zip Disk

products that enjoyed brief success before the high capacity and

b Ly

low cost of recordable (non-magnetic) optical media (CD-R and
DVD-R) and flash drives rendered them obsolete.

Optical Media

The most common forms of optical media for data storage are

the CD, DVD and Blu-ray disks in read only, recordable or

[ A

rewritable formats. Each typically exists as a 4.75” plastic disk
with a metalized reflective coating and/or dye layer that can be distorted by a focused laser beam
to induce pits and lands in the media. These pits and lands, in turn, interrupt a laser reflected off
the surface of the disk to generate the ones and zeroes of digital data storage. The practical
difference between the three prevailing forms of optical media are their

native data storage capacities and the speed (“throughput”) at which
they can deliver data. In contrast to tape, floppies and mechanical
hard drives, optical storage media do not use electromagnetism to
store and retrieve data.

A CD (for Compact Disk) or CD-ROM (for CD Read Only Media) is read

only and not recordable by the end user. It’s typically fabricated in
factory to carry music or software. A CD-R is recordable by the end user, . [
but once a recording session is closed, it cannot be altered in normal use. A CD-RW is a re-
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recordable format that can be erased and written to multple times. The native data storage
capacity of a standard-size CD is about 700 megabytes.

A DVD (for Digital Versitile Disk) also comes in read only, recordable (DVD%R) and rewritable
(DVD£RW) iterations and the most common form of the disk has a native data storage capacity of
approximately 4.7 gigabytes. So, one DVD holds the same amount of data as six and one-half CDs.

By employing the narrower wavelength of a blue ,

laser to read and write disks, a dual layer Blu-ray 5 : | E -
disk can hold up to about 50 gigabytes of data, Z ~> j’ 0\\\ L. é li
equalling the capacity of about ten and one-half ‘ @ g q
DVDs. Like their predecessors, Blu-ray disks are ‘ / 50 '{_g?%é s
available in recordable (BD-R) and rewritable ¥ [
(CD-RE) formats. , _K = —
Computers, Hard Drives and Servers ’ j

-
Though ESI resides on a dizzying array of media ,Sﬁm

and deVlCES, by far the IargeSt complement Of ‘1 should have had him put into a more manageable format years ago.”
same occurs within three closely related species

of computing hardware: computers, hard drives and servers. A server is essentially a computer
dedicated to a specialized task or tasks, and both servers and computers routinely employ hard

drives for program and data storage.

Electromagnetic Hard Drives

As noted, mankind has long stored information by translating it into physical manifestations: cave
drawings, Gutenberg bibles, musical notes, Braille dots or undulating grooves in a phonograph
record. Because it’s simply a long sequence of ones and zeros, binary data can be memorialized by
many physical phenomena. You could build a computer that stored data as a row of beads (the
abacus), holes punched in paper (a piano roll), black and white vertical lines (bar codes) or bottles
of beer on the wall (still waiting for this one!).

If we build our computer to store data using bottles of beer on the wall, we’d better be thirsty
because we’ll need a load of bottles and a whole lot of time to set them up, count them and replace
them as data changes. Too, we will need something like the Great Wall of China to hold them. So,
our beer bottle data storage system isn’t practical. Instead, we need something compact,
lightweight and efficient --in short, a refrigerator magnet and some paper clips.

Okay, maybe not a refrigerator magnet per se, but the principles are the same. If you take a magnet
off your refrigerator and rub it against a metal paperclip, you will transfer some magnetic properties
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to the paperclip. Suppose you lined up about a zillion paper clips and magnetized some but not
others. You could go down the row with a piece of ferrous metal (or, better yet, a compass) and
distinguish the magnetized clips from the non-magnetized clips. If you call the magnetized clips
“ones” and the non-magnetized clips “zeroes,” you’ve got yourself a system that can record binary
data. Were you to glue all those paper clips in concentric circles onto a spinning phonograph record
and substitute an electromagnet for the refrigerator magnet, you wouldn’t be too far afield of what
goes on inside the hard and floppy disk drives of a computer, albeit at a much smaller scale. In case
you wondered, this is also how we recorded sound on magnetic tape, except that instead of
determining that a spot on the tape is magnetized or not as it rolls by, we gauge varying degrees of
magnetism which corresponding to variations in the recorded sounds. This is analog recording—
the variations in the recording are analogous to the variations in the music.

Since computers process electrical signals much more effectively than magnetized paper clips
jumping onto a knife blade, what is needed is a device that transforms magnetic signals to electrical
signals and vice-versa—an energy converter. Inside every floppy and hard disk drive is a gadget
called a read/write head. The read/write head is a tiny
electromagnet that perform the conversion from electrical
information to magnetic and back again. Each bit of data is
written to the disk using an encoding method that translates
zeros and ones into patterns of magnetic flux reversals.
Don’t be put off by Star Wars lingo like “magnetic flux |RALINS

reversal” --it just means flipping the magnet around to the Hard Drive Read-Write Head
other side or “pole.”

Older hard disk heads make use of the two main principles of electromagnetic force. The first is
that applying an electrical current through a coil produces a magnetic field; this magnet field
imparts magnetic properties—writes--to the disk. The direction of the magnetic field produced
depends on the direction that the current is flowing through the coil. The converse principle is that
moving a magnetic field alongside a coil of wire induces an electrical current to flow through the
coil. That current corresponds to previously written magnetic information and so serves to “read”
the disk. Newer disk heads use different physics and are more efficient, but the basic approach
hasn’t changed: electricity to magnetism and magnetism to electricity.

A hard drive is an immensely complex data storage device engineered to appear deceptively simple.
When you connect a hard drive to your machine, and the operating system detects the drive,
assigns it a drive letter and—presto! —you’ve got trillions of bytes of new storage! Microprocessor
chips garner the glory, but the humdrum hard drive is every bit the paragon of ingenuity and
technical prowess.
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A conventional electromagnetic hard drive is a sealed aluminum box measuring (for a desktop
system) roughly 4” x 6” x 1” in height. A hard drive can be located almost anywhere within the
computer’s case, customarily secured by several screws attached to any of ten pre-threaded
mounting holes along the edges and base of the case. One face of the case is labeled to reflect the
drive specifications, while a printed circuit board containing logic and controller circuits will cover
the opposite face.

A conventional electromagnetic hard disk contains round, flat discs called platters, coated on both
sides with a special material able to store data as magnetic patterns. Much like a record player, the
platters have a hole in the center allowing multiple platters to be stacked on a spindle for greater
storage capacity.

The platters rotate at high speed—typically 5,400, 7,200 or 10,000 rotations per minute—driven by
an electric motor. Data is written

to and read from the platters by (Ccovel Mo:m:‘ing H)oles
over not shown

read/write heads mounted on
Base Casting

the end of a pivoting extension
called an actuator arm that ey

functions similarly to the tone Slider (and Head)

arm that carried a phonograph Adiiater Aiva
cartridge and needle across the N— -
face of a vinyl record. Each & Mounting
A tuator Holes
platter has two read/write heads,
one on the top of the platter and
Platters
another on the bottom. So, a
conventional hard disk with three Ribbon Cable
) i (attaches heads
platters typically sports six o to Logic Board)
surfaces and six read/write Jumper Pine
Jumper  Power Tape Seal
heads. Connector

Unlike a record player, the read/write head never touches the spinning platter. Instead, when the
platters spin up to operating speed, their rapid rotation causes a cushion of air to flow under the
read/write heads and lift them off the surface of the disk—the same principle of lift that operates
on aircraft wings and enables them to fly. The head then reads the magnetic patterns on the disc
while flying just .5 millionths of an inch above the surface. At this speed, if the head bounces against
the surface, there is a good chance that the head will burrow into the surface of the platter,
obliterating data, destroying both read/write heads and rendering the hard drive inoperable—a so-
called “head crash.”

37



The hard disk drive has been around for more than 50 years, but it was not until the 1980’s that the
physical size and cost of hard drives fell sufficiently for their use to be commonplace.

Introduced in 1956, the IBM 350 Disk Storage Unit =M 390 Disk Storage Unit

pictured was the first commercial hard drive. It was ¢
60 inches long, 68 inches high and 29 inches deep :
(so it could fit through a door). Called the RAMAC
(for Random Access Method of Accounting and
Control), it held fifty 24” magnetic disks of 50,000
sectors, each storing 100 alphanumeric (7-bit)
characters. Thus, it held about 3.75 megabytes, or
one or two cellphone snapshots today. It weighed
aton (literally), and users paid $3,200.00 per month
to rent it. That’s about $30,000.00 in today’s
dollars.

Now, you can buy a ten
terrabyte hard drive

storing two million times

10TB s more information for a fraction of that monthly rental. That 10TB drive

IronWolf o

s weighs less than two pounds, can hide behind a paperback book and costs
less than $200.00.

ST10000VNOOO4
RN

Over time, hard drives took various shapes and sizes (or “form factors” as

P
seagate.com /)
N\ A

the standard dimensions of key system components are called in geek
speak). Two electromagnetic drive form factors are still in use: 3.5” (desktop drive) and 2.5” (laptop
drive). A third, the 1.8” (iPod and microsystem drive, is wholly supplanted by solid state storage.

Hard drives connect to computers by various mechanisms called “interfaces” that describe both
how devices “talk” to one-another as well as the physical plugs and cabling required. The five most
common hard drive interfaces are:

PATA for Parallel Advanced Technology Attachment (sometimes called EIDE for Extended
Integrated Drive Electronics) [obsolete]

SATA for Serial Advanced Technology Attachment [most common]
SCSI for Small Computer System Interface
SAS for Serial Attached SCSI

FC for Fibre Channel
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Though once dominant in personal computers, PATA drives

largely disappeared after 2006. Today, virtually all laptop and
PATA

SAS and FC drives tend to be seen exclusively in servers and other )= { ";;:::::::: :

-

desktop computers employ SATA drives for local storage. SCSI,

applications demanding high performance and reliability.

From the user’s perspective, PATA, SATA, SCSI, SAS and FC drives
are indistinguishable; however, from the point of view of the

technician tasked to connect to and image the contents of the i |] |
-u—datain-—-e-pawer—v-

drive, the difference implicates different tools and connectors.

SATA
The five drive interfaces divide into two employing parallel data
paths (PATA and SCSI) and three employing serial data paths
(SATA, SAS and FC). Parallel ATA interfaces route data over multiple simultaneous channels
necessitating 40 wires where serial ATA interfaces route data through a single, high- speed data
channel requiring only 7 wires. Accordingly, SATA cabling and connectors are smaller than their

PATA counterparts (see photos, right).

Fibre Channel employs optical fiber (the spelling difference is intentional) and light waves to carry
data at impressive speeds. The premium hardware required by FC dictates that it will be found in
enterprise computing environments, typically in conjunction with a high capacity/high demand
storage device called a SAN (for Storage Attached Network) or a NAS (for Network Attached
Storage).

It’s easy to become confused between hard drive interfaces and external data transfer interfaces
like USB, Thunderbolt or (the now obsolete) FireWire seen on external hard drives. The drive within
the external hard drive housing will employ one of the interfaces described above (except FC);
however, to facilitate external connection to a computer, a device called a bridge will convert data
written to and from the hard drive to a form that can traverse a USB or Thunderbolt connection. In
some compact, low-cost external drives, manufacturers dispense with the external bridge board
altogether and build the USB interface right on the hard drive’s circuit board.

Flash Drives, Memory Cards, SIMs and Solid-State Drives

Many late-model laptops and nearly all portable computing devices and phones employ data
storage devices with no moving parts where the data resides entirely within the solid
semiconductor material which comprise the memory chips, hence the term, “solid-state.”
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Historically, rewritable solid-state storage
was volatile (in the sense that data
disappeared when power was withdrawn)
and expensive.

Beginning around 1995, a type of non-

SmartMedia Compact Flash

volatile memory called NAND flash carg Media =

became inexpensive enough to be used for €

removable  storage in  emerging Solid State SCHPE Digitel
Media Cards SRR DIEICd

applications like digital photography.
Further leaps in the capacity and dips in
the cost of NAND flash led to the near-
eradication of film for photography and the extinction of
the floppy disk, replaced by simple, inexpensive and
reusable USB storage devices called, variously, Smart
Media, Compact Flash media, SD cards, flash drives,
thumb drives, pen drives and memory sticks or keys.

A specialized form of solid-
Standard

M state memory seen in cell
phones is the Subscriber
e Identification Module or

SIM card. SIM cards serve
SIM both to authenticate and

identify a communications

SIM Cards

device on a cellular network and
to store SMS messages and phone book contacts.

(SD) Media

USB Flash Drives

As the storage capacity of NAND flash has gone up and its cost has come down, the conventional

electromagnetic hard drive is rapidly being replaced by

solid-state drives in standard hard drive

form factors. Solid-state drives are significantly faster, lighter and more energy efficient than

conventional drives, but they currently cost
substantially more per gigabyte stored than their
mechanical counterparts. All signs point to the
ultimate obsolescence of mechanical drives by solid-
state drives, and some products (notably tablets like
the iPad and Microsoft Surface and premium
laptops) have eliminated hard drives altogether in
favor of solid-state storage.
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Until recently, solid state drives assumed the size and shape of mechanical drives to facilitate
compatibility with existing devices. However, the size and shape of mechanical hard drives was
driven by the size and operation of the platter they contain. Because solid state storage devices
have no moving parts, they can assume virtually any shape. So, slavish adherence to 2.5” and 3.5”
rectangular form factors is fading in favor of shapes and sizes uniquely suited to the devices that
employ them.

Today, it’'s common for solid state drives to take one of three forms. The first is the familiar 2.5”
enclosure with a conventional SATA interface (below left). Ultraportable laptops employ either
NVMe SSD cards like the one lower right top or M.2 SSD “sticks” seen at lower right bottom. M.2
cards are 22mm wide but come in lengths from 42mm to 110mm, with 80mm (3.1”) most common.
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With respect to e-discovery, the shift from electromagnetic to solid-state drives is inconsequential.
However, the move to solid-state drives will significantly impact matters necessitating computer
forensic analysis. Because the NAND memory cells that comprise solid-state drives wear out rapidly
with use, solid-state drive controllers must constantly reposition data to ensure usage is distributed
across all cells. Such “wear leveling” hampers techniques that forensic examiners have long
employed to recover deleted data from conventional hard drives.

RAID Arrays (Hard Drives Working Together)

Whether local to a user or in the Cloud, hard drives account for nearly all the electronically stored
information attendant to e-discovery. In network server and Cloud applications, hard drives rarely
operate singly. Instead, hard drives are ganged together to achieve greater capacity, speed and
reliability in so-called Redundant Arrays of Independent Disks or RAIDs. In the Storage Area
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Network (SAN) device pictured at left, the 16 hard
drives housed in trays may be accessed as Just a
Bunch of Disks or JBOD, but it’s far more likely they
are working together as a RAID

RAIDs have two advantages over single drives:

redundancy and performance. The redundancy

aspect is obvious—two drives holding identical data

safeguard against data loss due to mechanical failure of either drive—but how do multiple drives
improve performance? The answer lies in dividing the data across multiple drives using a technique
called striping. Physical movement of disks and heads in a mechanical hard drive is a glacially-slow
process compared to the lightspeed pace of electrons in a circuit; however, you can speed the
mechanical transfer by reading and writing data to and from several drives at the same time

A RAID improves performance by allocating data across more than one physical drive, supporting
such simultaneous reads. Each split swath of data in an array is called a "stripe" and the method of
depositing the data across drives is called “striping.” If you imagine the drives lined up alongside
one-another, you can see why moving back-and-forth between them to store data is akin to
painting a stripe across the drives. By striping data, each drive can deliver its share of the data
simultaneously, increasing the amount of information handed off to the computer’s
microprocessor, i.e., faster throughput.

But, when you stripe data across drives, you lose Information if any drive holding striped data fails.
You gain performance at the expense of security.

This type of RAID configuration is called a RAID 0. It wrings maximum performance from a storage
system; but it's risky.

If RAID 0 is for gamblers, RAID 1 is for the risk averse. A RAID 1 configuration duplicates everything
from one drive to an identical twin, so that a failure of one drive won't lead to data loss. RAID 1
doesn't improve performance, and it requires twice the hardware to store the same information.

A helpful way to remember which RAID is which: When a drive fails using RAID 1, you still got one
copy of the data; when a drive fails using RAID 0, you’ve got nothing.

Other RAID configurations blend the performance features of RAID 0 with the protection of RAID 1.

Thus, a "RAID 0+1" mirrors two striped drives, but demands four hard drives delivering only half
their total storage capacity. Safe and fast, but not cost-efficient. The safety flows from a concept
called parity, key to a range of other sequentially numbered RAID configurations. Of those other
configurations, the ones most often seen are RAID 5 and RAID 7.
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To understand parity, consider the simple equation 5 + 2 = 7. If you didn't know one of the three
values in this equation, you could easily solve for the missing value, i.e., presented with "5 + __ =
7," you know the missing value is 2. In this example, "7" is the parity value or checksum for "5"
and "2."

The same process is used in RAID configurations to gain increased performance by striping data
across multiple drives while using parity values to permit the calculation of any missing values lost
to drive failure. In a three-drive array, any one of the drives can fail, and we can use the remaining
two to recreate the third (just as we solved for 2 in the equation above).

In this illustration, data is striped across three hard
drives, HDA, HDB and HDC. HDC holds the parity RAID 5

values for data stripe 1 on HDA and stripe 2 on HDB. HDA
It's shown as "Parity (1, 2)." The parity values for the Parity (1,2)
.~
other stripes are distributed on the other drives. S arifan o)
Parity (5, 6) Stripe 5 Stripe 6

Again, any one of the three drives can fail, and all

datais recoverable. This configuration is RAID 5 and, though it requires a minimum of three drives,
it scales to dozens or hundreds of disks.

Knowing a little about RAID arrays helps lawyers gauge the burden and cost of preserving a server.
Preservation may be as simple as swapping out a single drive from a RAID 1 or entail the duplication
of 3 or more drives to preserve a RAID 5.

Sectors, and Clusters and Tracks, Oh My!

Now, we will shift gears and briefly touch on how data resides physically and logically on hard
drives. Recall the earlier discussion of electromagnetic hard drives. At the factory, a hard drive’s
platters are organized to enable the storage and retrieval of data. This is low level formatting,
dividing each platter into tens of thousands of densely packed concentric circles called tracks. If
you could see them (and you can’t because they are nothing more than microscopic magnetic
traces), they would resemble the growth rings of the world’s oldest tree. It’s tempting to compare
platter tracks to a phonograph record, but a phonograph record’s track is a single spiraling groove,
not concentric circles. A track holds far too much information to serve as the smallest unit of
storage on a disk, so each track is broken down into physical sectors. “Physical” because it resides
in a fixed location on the media. A sector is normally the smallest individually addressable unit of
information stored on a hard disk and historically held 512 bytes of information (through about
2010). Today, sector sizes tend to be 4,096 bytes, but emulate the 512-byte sector size for
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compatibility. The figure at right 45306 Media: Hard Drive Data Structures

PHYSICAL STRUCTURES (formattmg)
Bit = 1 binary digit

shows a simplified representation of

three platters depicting tracks,
TRACK

cylinders and sectors. The number

Byte = 8 bits p e
f k li is f CLUSTER/ SECTO
of tracks, cylinder and secftors is -ar, Sector = 512 bytes < \\\ Q<< < >>>////
far greater that the illustration S \\‘j ,

suggests. Each platter is formatted LOGICAL ORGANIZATION <<\\\
on both sides for double the Cluster = 8 sectors <> =
information storage, much as a Track = a ring of clusters PLATTER ' :  CYURDER
phonograph album was recorded on Cylinder = a stack of tracks SPINDLE

both sides. Each platter has two

read/write heads, one on the top of the platter and another on the bottom. So, a conventional
hard disk with three platters uses six surfaces and six read/write heads. Tracks aligned on both
sides of the same platter and with tracks on other platters form so-called “cylinders” of data
storage.

When electromagnetic hard drives held less data than they do now, file storage locations were
based on the physical geometry of the platters, addressed by Cylinder, Head and Sector tuples, so-
called CHS addressing. Any specific sector could be located by specifying its cylinder, read-write
head and sector number. Early hard drives were limited to a maximum of 1024 cylinders, 16 heads
(two sides of eight platters) and 63 sectors per track. That meant the maximum addressable
capacity of a CHS hard drive formatted in 512-byte sectors was a measly 528 MB! (512 x 63 x 16 x
1024)—absurdly small by modern standards but vast thirty years ago. As drive capacities grew,
computer companies resorted to a series of schemes to deploy larger drives using software running
on the circuit boards of the drives. This “firmware” remapped fake disk geometries to real data
locations. Over time, even these workarounds couldn’t keep up with burgeoning drive sizes and
were abandoned.

The challenge computer scientists faced wasn’t increasing the areal density of the drives.!? New
materials and recording technologies ensured those drives were getting huge! Instead, the
impediment was coming up with a way to address the vast volume of storage without making older
systems obsolete. Today, hard drives employ LBA for Logical Block Addressing, numbering each
sector sequentially and allocating many more bits to catalog the locations of the sectors. Modern
computers can address up to 144 petabytes of 512-byte sectors. A petabyte is 1,000 terabytes or
one million gigabytes. That should hold us for a while.

1504 MiB
12 Areal Density describes the quantity of data (in bits) that can be stored on a given surface area of a computer
storage medium.
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To this point, we have described only Decimal Byte Unit Order

physical units of storage. Platters,  pyte 8 bits
cylinders, tracks, sectors and even bits and Kilobyte 1,000 bytes (thousand)
bytes exist as discrete  physical ~ esabyte 1,000,000 bytes (million)

. . . . Gigabyte 1,000,000,000 bytes (billion)
manifestations written to the media. Terabyte 1,000,000,000,000 bytes (trillion)

Computers manage data not only physically Petabyte 1,000,000,000,000,000 bytes (quadrillion)
Exabyte 10%8
Zettabyte 10%!
Yottabyte 1024

but also logically. As it’s impractical to
manage and gather the data by assembling
it from individual sectors, operating system
speed the process by grouping sectors into contiguous chunks of data called clusters. Just as we
don’t buy single eggs at the grocery, clusters are akin to the 6-, 12- or 18- egg cartons that have
become standard.

A cluster is the smallest amount of disk space that can be allocated to hold a file. Computers
organize hard disks based on clusters, which consist of one or more contiguous sectors. The smaller
the cluster size, the more efficiently a disk stores information. Conversely, the fewer the number of
clusters, the less space consumed by the table required to track their content and locations.

To recap, data is stored in logical units called clusters, made up of multiple physical storage units
termed sectors. A series of logical clusters, in turn, comprise tracks (concentric circles or “tree
rings” of data) on platters, one or more disks of rotating electromagnetic storage media within the
enclosure of a mechanical hard drive. Tracks that overlie one-another on both sides of a platter
and across multiple platters is termed a Cylinder (although “cylinder” is an archaic term from the
days when hard drive storage was tied to the physical geometry of the formatted disks). In order
of data capacity: Bits > Bytes > Sectors > Clusters > Tracks > Cylinders > Platters > Drive>Array

Operating Systems and File Systems

As hard disks have grown exponentially in size, using them efficiently is increasingly difficult. A
library with thirty books operates much differently than one with 30 billion. The file system is the
name given to the logical structures and software routines used to control access to the storage on
a hard disk system and the overall structure in which files are named, stored and organized. An
operating system is a large and complex collection of functions, including the user interface and
control of peripherals like printers. Operating systems are built on file systems. If the operating
system is the car, then the file system is its chassis. Operating systems are known by familiar
household names, like MS-DOS, Windows or MacOS. In contrast, file systems go by obscure
monikers like FAT, FAT32 (DOS), ext2 (Linux), NTFS (Windows) and HFS+ and APFS (Apple).
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NTFS File Systems

The Microsoft Windows environment, in particular the NTFS file system at the heart of Windows
NT, 2000, XP, Vista and Windows 7-11, accounts for most personal computers in the world;
however, there are many non-Microsoft operating systems out there, such as Unix, Linux and,
MacOS. Though similarities abound, these other operating systems use different file systems, and
the Unix or Linux operating systems often lie at the heart of corporate and web file servers—today’s
“big iron” systems and Cloud computing. As well, MacOS usage has grown markedly as Apple
products have kicked down the door of business computing and captivated consumers.

NTFS uses a powerful and complex file system database called the Master File Table or MFT to
manage file storage. Understanding the file system is key to appreciating the evidentiary potential
of computer forensics, viz., why deleted data doesn’t necessarily go away and where probative
artifacts reside. It’s the file system that marks a file as deleted though it leaves the data on the
drive. It's the file system that enables the creation of multiple partitions where data can be hidden
from prying eyes. Finally, it’s the file system that determines the size of a disk cluster with the
attendant persistence of data within the slack space.

Formatting and Partitioning
Partitioning divides drives into volumes, which users see as drive letters (e.g., C:, E:, F: and so on).
Formatting defines the logical structures on the partition and places necessary operating system
files at the start of the disk to facilitate booting. For most users, their computer comes with their
hard drive partitioned as a single volume (universally called C:). Windows machines may also come
with a hidden recovery partition holding files needed to repair the operating system. Some users
will find (or will cause) their hard drive to be partitioned into multiple volumes, each appearing to
the user as if it were an independent disk drive. Partitions can be designated “active” and “inactive.
Only one partition may be designated as active at any given time, and that partition is the one that
boots the computer. The significance in computer forensics is that inactive partitions are invisible
to anyone using the computer unless they know to look for them and how to find them. Inactive
partitions are a place where users with something
to conceal from prying eyes may choose to hide it.

Computers

Historically, all sorts of devices—even people—
were “computers.” During World War Il, human
computers—women for the most part—were
instrumental in calculating artillery trajectories
and assisting with the challenging number-

crunching needed by the Manhattan Project.
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Today, laptop and desktop personal computers spring to mind when we hear the term “computer;”
yet smart phones, tablet devices, global positioning systems, video gaming platforms, televisions
and a host of other intelligent tools and toys are also computers. More precisely, the central
processing unit (CPU) or microprocessor of a system is the “computer,” and the various input and
output devices that permit humans to interact with the processor are termed peripherals. The key
distinction between a mere calculator and a computer is the latter’s ability to be programmed and
its use of memory and storage. The physical electronic and mechanical components of a computer
are its hardware, and the instruction sets used to program a computer are its software.

In 1774, a Swiss watchmaker named
Pierre Jaquet-Droz built an ingenious
mechanical doll resembling a barefoot
boy. Constructed of 6,000 handcrafted
parts and dubbed "L'Ecrivain” (“The
Writer”), Jaquet-Droz’ automaton uses
quill and ink to handwrite messages in
cursive, up to 40 letters long, with the
content controlled by interchangeable
cams. The Writer is a charming example

of an early programmable computer.

When you push the power button on your computer, you trigger an extraordinary, expedited
education that takes the machine from insensible illiterate to worldly savant in seconds. The
process starts with a snippet of data on a chip called the ROM BIOS storing just enough information
in its Read Only Memory to grope around for the Basic Input and Output System peripherals (like
the keyboard, screen and, most importantly, the hard drive). The ROM BIOS also holds the
instructions needed to permit the processor to access more and more data from the hard drive in
a widening gyre, “teaching” itself to be a modern, capable computer.

Unlike the interchangeable cams of Pierre Jaguet-Droz’ mechanical doll, modern electronic
computers receive their instructions in the form of data retrieved from the same electronic storage
medium as the digital information upon which the computer performs its computational wizardry.

This rapid, self-sustaining self-education is as magical as if you lifted yourself into the air by pulling
on the straps of your boots, which is truly why it’s called “bootstrapping” or just “booting” a
computer.
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Computer hardware shares certain common characteristics. Within the CPU, a microprocessor chip
is the computational “brain” of system and resides in a socket on the motherboard, a rigid surface
etched with metallic patterns serving as the wiring between the components on the board. The
microprocessor generates considerable heat necessitating the attachment of a heat dissipation
device called a heat sink, often abetted by a

small fan. The motherboard also serves as the -~

attachment point for memory boards (grouped

as modules or “sticks”) called RAM for Random - | OWE'
’ s im-CeFewe 8 Supply !

Access Memory. RAM serves as the working
memory of the processor while it performs

calculations; accordingly, the more memory \
\

Al !
“Microprocessor '

) . “wJ/ Heat Sink & fgMemory,
at once, enhancing overall system performance. | B an Attachdd i L

present, the more information can be processed

Other chips comprise a Graphics Processor Unit
(GPU) residing on the motherboard or on a

separate expansion board called a video card or
graphics adapter. The GPU supports the display
of information from the processor onto a

monitor or projector and has its own
complement of memory dedicated to superior

graphics performance. Likewise, specialized
chips on the motherboard or an expansion board
called a sound card support the reproduction of audio to speakers or a headphone. Video and
sound processing capabilities may even be fully integrated into the microprocessor chip.

The processor communicates with networks through an interface device called a network adapter
which connects to the network physically, through a Local Access Network or LAN Port, or wirelessly
using a Wi-Fi or Bluetooth connection.

Users convey information and instructions to computers using tactile devices like a keyboard,
mouse or track pad, but may also employ voice or gestural recognition mechanisms.

Persistent storage of data is a task delegated to other peripherals: previously optical drives (CD-
ROM and DVD-ROM devices) and floppy disk drives, now solid-state media (i.e., thumb drives) and,
most commonly, hard drives.

All the components just described require electricity, supplied by batteries in portable devices or
by a power supply converting AC current to the lower DC voltages required by electronics. To guard
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against data loss from power failure, computing systems employ battery-powered Uninterruptible
Power Supplies (UPS) that supply electricity until power is restored.

From the standpoint of digital evidence, it’s less important to define these devices than it is to
comprehend the information they hold, the places it resides and the forms it takes. Parties and
lawyers have been punished for their failure to inquire into and understand the roles computers,
hard drives and servers play as repositories of electronic evidence. Moreover, much money spent
on electronic discovery today is wasted through parties’ efforts to convert ESI to paper-like forms
instead of learning to work with ESI in the forms in which it customarily resides on computers, hard
drives and servers.

Servers
We defined servers as computers dedicated to a specialized task or tasks. But that definition
doesn’t begin to encompass the profound impact upon society of the so-called client-server

Ill

computing model. The ability to connect local “client” applications to servers via a network,
particularly to database servers, is central to the operation of most businesses and to all
telecommunications and social networking. Google and Facebook are just enormous groupings of

servers, and the Internet merely a vast, global array or “cloud” of shared servers.

Local, Cloud and Peer-to-Peer Servers
For e-discovery, let’s divide the world of servers into three realms: Local, Cloud and Peer-to-Peer
server environments.

“Local” or “on-prem” servers employ hardware that’s physically available to the party that owns or
leases the servers. Local servers reside in a computer room on a business’ premises or in leased
equipment “lockers” accessed at a co-located data center where a lessor furnishes, e.g., premises
security, power and cooling. Local servers are often easier to deal with in e-discovery because
physical access to the hardware supports more and faster options when it comes to preservation
and collection of potentially responsive ESI. Because on-premises (“on prem”) computers and
networks exist within a party’s physical dominion, protected by the party’s security protocols,
they’re often termed “behind-the-firewall.”*3 The worldwide pandemic forced corporations and
e-discovery service providers to broaden use of remote acquisition tools to search and collect
potentially responsive ESI and will doubtlessly prompt even more custodians to shift data to the
Cloud.

13 A firewall is a network security device facing the Internet that monitors incoming and outgoing network traffic in
order to block or allow data transfers based on a set of rules for safe “white list” or unsafe “black list” transactions.

49



“Cloud” servers typically reside in facilities not physically accessible to persons using the servers,
and servers are not typically dedicated to a single user. Instead, the Cloud computing consumer is
buying services via the Internet that emulate the operation of a single machine or a room full of
machines, all according to the needs of the Cloud consumer. Web mail is the most familiar form of
Cloud computing, in a variant called SaaS (for Software as a Service). Webmail providers like
Google, Yahoo and Microsoft make e-mail accounts available on their servers in massive data
centers, and the data on those servers is available via the Internet, no user having the right to gain
physical access to the machines storing their messaging.

“Peer-to-Peer” (P2P) networks exploit the fact that any computer connected to a network has the
potential to serve data across the network. Accordingly, P2P networks are decentralized; that is,
each computer or “node” on a P2P network acts as client and server, sharing storage space,
communication bandwidth and/or processor time with other nodes. P2P networking may be
employed to share a printer in the home, where the computer physically connected to the printer
acts as a print server for other machines on the network. On a global scale, P2P networking is the
technology behind file sharing applications like Bit Torrent that have garnered headlines for their
facilitation of illegal sharing of copyrighted content. When users install P2P applications to gain
access to shared files, they simultaneously (and often unwittingly) dedicate their machine to serving
up such content to a multitude of other nodes.

Virtual Servers

Though we’ve so far spoken of server hardware, i.e., physical devices, servers can be deployed
virtually, through software that emulates the functions of a physical device. Such “hardware
virtualization” allows for more efficient deployment of computing resources by enabling a single
physical server to host multiple virtual servers.

Virtualization is the key enabling technology behind many Cloud services. If a company needs
powerful servers to launch a new social networking site, it can raise capital and invest in the
hardware, software, physical plant and personnel needed to support a data center, with the
attendant risk that it will be over-provisioned or under-provisioned as demand fluctuates.
Alternatively, the startup can secure the computing resources it needs by using virtual servers
hosted by a Cloud service provider like Amazon or Microsoft. Virtualization permits adding and
paring back computing resources commensurate with demand and, being pay-as-you-go, requires
little capital investment. Thus, a computing platform or infrastructure can be virtualized and
leased, i.e., offered as a service via the internet. Accordingly, Cloud Computing may be termed
PaaS (Platform as a Service) or 1aa$ (Infrastructure as a Service). Web-based applications are SaaS
(Software as a Service).
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It’s helpful for attorneys to be aware of the role of virtual machines (VMs) because the ease and
speed with which VMs are deployed and retired as well as their isolation within the operating
system can pose unique risks and challenges in e-discovery, especially with respect to implementing
a proper legal hold and when identifying and collecting potentially responsive ESI.

Server Applications

Computers dedicated to server roles typically run operating systems optimized for server tasks and
applications specially designed to run in a server environment. In turn, servers often support
dedicated tasks such as serving web pages (Web Server), retaining and delivering files from shared
storage allocations (File Server), organizing voluminous data (Database Server), facilitating the use
of shared printers (Print Server), running programs (Application Server) or handling messages (Mail
Server). These various server applications may run physically, virtually or as a mix of the two.

Network Shares

Eventually, all electronic storage devices fail. Even the RAID storage arrays previously discussed do
not forestall failure, but instead afford a measure of redundancy to allow for replacement of failed
drives before data loss. Redundancy is the sole means by which data can be reliably protected
against loss; consequently, companies routinely back up data stored on server NAS and SAN storage
devices to backup media like magnetic tape or online (i.e., Cloud) storage services. However,
individual users often fail to back up data stored on local drives. Accordingly, enterprises allocate
a “share” of network-accessible storage to individual users and “map” the allocation to the user’s
machine, allowing use of the share as if it were a local hard drive. When the user stores data to the
mapped drive, that data is backed up along with the contents of the file server. Although network
shares are not local to the user’s computer, they are typically addressed using drive letters (e.g.,
M: or T:) as if they were local hard drives. Local network shares have their counterparts in the
Cloud, including Cloud Storage and File-Sharing Services like Dropbox, Box, Google Drive, Apple
iCloud and Microsoft OneDrive.

Practice Tips for Computers, Hard Drives and Servers

Your first hurdle when dealing with computers, hard drives and servers in e-discovery is to identify
potentially responsive sources of ESI and take appropriate steps to inventory their relevant
contents, note the form and associated metadata of the potentially responsive ESI, then preserve
it against spoliation. Get a handle on data volumes, file types, metadata, replication and
distribution as early in the litigation process as possible as these determine the overall cost to
preserve, collect, process and host ESI in discovery.
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Take stock of physical computing and storage devices. For each machine, device or repository
holding potentially responsive ESI, you may wish to collect the following information (as applicable):

e Manufacturer and model

e Serial number and/or service or asset tag

e Operating system

e Custodian

e Location

e Type of storage (don’t miss removable media, like SD and SIM cards)
e Aggregate storage capacity (in MB, GB or TB)

e Encryption status

e Credentials (user IDs and passwords), if encrypted

e Prospects for upgrade or disposal

e If you'll preserve ESI by drive imaging, it’s helpful to identify device interfaces.

For servers, further information might include:

e Purpose(s) of the server (e.g., web server, file server, print server, etc.)
e Names and contact information of server administrator(s)

e Time in service and data migration history

e Whether hardware virtualization is used

e RAID implementation(s)

e Users and privileges

e Logging and log retention practices

e Backup procedures and backup media rotation and retention

I"

e Whether the server is “mission critical” and cannot be taken offline or can be downed.

When preserving the contents of a desktop or laptop computer, it’s typically unnecessary to
sequester any component of the machine other than its hard drive(s) since the ROM BIOS holds
little information beyond the rare forensic artifact. Before returning a chassis to service with a new
hard drive, be sure to document the custodian, manufacturer, model and serial number/service tag
of the redeployed chassis, retaining this information with the sequestered hard drive.

The ability to fully explore the contents of servers for potentially responsive information hinges
upon the privileges extended to the user. Be sure that the person tasked to identify data for
preservation or collection holds administrator-level privileges.

Above all, remember that computers, hard drives and servers are constantly changing while in
service. Simply rebooting a machine alters system metadata values for large numbers of files.
Accordingly, you should consider the need for evidentiary integrity before exploring the contents
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of a device, at least until appropriate steps are taken to guard against unwitting alteration. Note
also that connecting an evidence drive to a new machine effects changes to the evidence unless
suitable write blocking tools or techniques are employed.

Hashing Data

Because all digital data are numbers, the arithmetic around parity values helps guard against data
loss. More advanced math called “hashing” makes it possible to authenticate, deduplicate and cull
digital data. Hashing is the use of mathematical algorithms to calculate a unique sequence of letters
and numbers to serve as a reliable digital “fingerprint” for electronic data. These sequences are
called “message digests” or, more commonly, “hash values.”** Hashing is an invaluable tool in both
computer forensics and electronic discovery and deployed by courts with growing frequency.®

Using a hash algorithm, any amount of data—from a tiny file to the contents of entire hard drives
and beyond—can be expressed as an alphanumeric sequence of fixed length. The most common
forms of hashing are MD5 and SHA-1. MD-5 is a 128-bit (16 byte) value typically expressed as 32
hexadecimal (Basel6) characters.

A hash value is just a big, big, BIG number calculated on the contents of the file. A 128-bit number
can be as large as 2128 —if you start doing the 2 x 2 x 2 x 2, etc. on that, you'll see how fast the values
mount.

To say 128 bits or 21?2 is a “big, big, BIG number” doesn’t begin to convey its unfathomable,
astronomic scale. In decimal terms, it’s about 340 billion billion billion billion (a/k/a 340
undecillion). That’s 4 quadrillion times the number of stars in the observable universe!

A SHA-1 hash value is an even larger 160-bit (20 byte) value typically expressed as 40 hex characters.
So, a SHA-1 value is a WAY bigger number—4.3 billion times bigger.

The MD5 hash value of the plain text of Lincoln’s Gettysburg Address s
E7753A4E97B962B36FOB2A7CODODB8ES.  Anyone, anywhere performing the same hash
calculation on the same data will get the same unique value in a fraction of a second. But change
“Four score” to “Five score” and the hash becomes 8ASEF7E9186DCD9CF618343ECF7BDOO0A.
However subtle the alteration—an omitted period or extra space—the hash value changes
markedly. The chance of an altered electronic document having the same MD5 hash—a “hash
collision” in cryptographic parlance—is one in 340 trillion, trillion, trillion. Though supercomputers

14 please don’t say “hash marks,” unless you are speaking of insignia denoting military rank or the yard markers on a
football field. The one-way cryptographic calculations used to digitally fingerprint blocks of data are “hash values,”
“hashes” or “message digests.”

151n 2017, Federal Rule of Evidence 902 was amended to support self-authentication of digital evidence when
supported by a process of digital identification like hashing. Fed. R. Evid. 902(14).
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have fabricated collisions, it’s still a level of reliability far exceeding that of fingerprint and DNA
evidence.

Hashing sounds like rocket science—and it’s a miraculous achievement—but it’s very much a
routine operation, and the programs used to generate digital fingerprints are freely available and
easy to use. Hashing lies invisibly at the heart of everyone’s computer and Internet activities*® and
supports processes vitally important to electronic evidence, including identification, filtering, Bates
numbering, authentication, de-duplication and blockchain authentication.

Identification

Knowing a file’s hash value enables you to find its identical counterpart within a large volume of
data without examining the contents of each file. The government uses this capability to ferret out
child pornography, but you might use it to track down company secrets that flew the coop when
an employee joined the competition.

Filtering and De-NISTing
A common e-discovery process is to cull data collected from computers that couldn’t be evidence
because it isn’t a custodian’s work product. It’s done by matching hash
values of collected data files to hash values on the National Software
Reference Library’s (NSRL’s) freely published list of hash values
corresponding to common retail software and operating systems. The
NSRL is part of the National Institute for Standards and Technology
(NIST), so this process is commonly called “de-NISTing” a data set. For
more information on the NSRL, visit http://www.nsrl.nist.gov/.

Bates Numbering

Hashing’s ability to uniquely identify e-documents makes it a candidate
to supplement, though not supplant, traditional Bates numbering!’ in
electronic production in discovery. Though hash values don’t fulfill the

sequencing function of Bates numbers, they’re excellent unique
identifiers and enjoy an advantage over Bates numbers because they Mechanical Bates Stamp

16 For example, many web services store the hash value of your password, but not the password itself. This enables
them to authenticate a user by comparing the hash of the password entered to the hash value on file; however, the
password cannot be reversed engineered from the hash value. A remarkable feature of hash values is that they are
one-way calculations meaning that although the hash value identifies just one sequence of data, it reveals nothing
about the data, much as a fingerprint uniquely identifies an individual but reveals nothing about their appearance or
personality —it’s computationally infeasible to derive the source data from the hash of the source data.

17 Bates numbering has historically been employed as an organizational method to label and identify legal documents,
especially those produced in discovery. “Bates” is capitalized because the name derives from the Bates Manufacturing
Company, which patented and sold auto-incrementing, consecutive-numbering stamping devices. Bates stamping
served the dual functions of sequencing and uniquely identifying documents.
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eliminate the possibility that the same number might be applied to different documents. An
electronic document’s hash value derives from its contents, so will never conflict with that of
another document unless the two documents are identical. Similarly, because two identical
documents from different custodians (sources) will hash identically, the documents’ hash values
won'’t serve to distinguish between the two despite their different origins.

Authentication

Forensic examiners extensively use hashing to establish that a forensically sound duplicate of a hard
drive faithfully reflects every byte of the source evidence drive and to prove that their activities
haven’t altered the original evidence. As e-discovery gravitates to production of native file formats
instead of static page images, concern about intentional or inadvertent alteration requires lawyers
to have a fast, reliable method to authenticate electronic documents. Hashing neatly fills the bill.
In practice, a producing party calculates and records the hash values of all items produced in native
format. Were there suspicion, alteration is apparent merely by hashing the file.

De-duplication

In e-discovery, manually reviewing vast volumes of identical data is burdensome and poses a
significant risk of conflicting relevance and privilege assessments. Hashing serves to flag identical
documents, permitting a single, consistent assessment of an item that might otherwise have
cropped up hundreds of times and been differently characterized. This is hash de-duplication, and
it drastically cuts the cost of reviewing data for responsiveness and privilege. But because even the
slightest difference triggers different hash values, insignificant variations between files (e.g.,
different Internet paths taken by otherwise identical e-mail messages) may frustrate hash de-
duplication. An alternative is to hash relevant segments of e-documents to assess their relative
identicality, a practice sometimes called “near de-duplication.”

In practice, each file processed, and each constituent item extracted, is hashed and their hash
values compared to the hash values of items previously processed and extracted to determine if
the file or item has been seen before. Thereafter, files and items with matching hashes are
suppressed as duplicates, and instances of each duplicate and associated metadata are noted in a
deduplication or occurrence log.

Takeaways on Hashing
The most important things to know about hashing:
1. Electronically stored information of any type or size can be hashed;

2. The algorithms used to hash data are not proprietary, and thus cost nothing to use;
3. No matter the size of the file that’s hashed, its hash value is always a fixed length;
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4. The two most common hash algorithms are called MD5 and SHA-1.

5. In arandom population of hashed data, no one can reverse engineer a file’s hash value to
reveal anything about the file

6. The chance of two different files accidentally having matching MD5 hash values (a so-called
hash collision) is one in 340 trillion trillion trillion (i.e., 340 undecillion). So, it is highly
improbable that two files with matching hash values are not identical

NOTE TO STUDENTS: We are seeking to lay a solid foundation in terms of your grasp of the
fundamentals of information technology and the jargon used in e-discovery. Looking back over
the preceding material, please list any topics and terms you don’t understand and share your list
with the instructor in order that we might go over those topics in class. Don’t be shy!
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. # Exercise 1: Identifying Digital Storage Media

MW,
T
i

» 4 -
Insert the letter(s) of the media described in the adjacent blank:

Backup Tape
USB Thumb drive
SD media card
SIM Card

RAID array

vk wbhR

1. Identify three items that record data electromagnetically:

2. lIdentify four solid state digital storage devices:

3. Identify the three items with the most meager digital information storage capacity:
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Introduction to Metadata
In the old joke, a balloonist descends through the fog to get directions. “Where am 1?” she calls out

to a man on the ground, who answers, “You’re in a yellow hot air balloon about sixty-seven feet
above the ground.” The frustrated balloonist replies, “Thanks for nothing, Counselor.” Taken
aback, the man on the ground asks, “How did you know I'm a lawyer?” “Simple,” says the
balloonist, “your answer was 100% accurate and totally useless.”

If you ask a tech-savvy lawyer, “What’s metadata?” there’s a good chance you’ll hear, “Metadata
is data about data.” Another answer that’s 100% accurate and totally useless.

It's time to move past “data about data” and embrace It's time to get past defining
more useful ways to describe metadata—ways that metadata as data about data.

enable counsel to rationally assess relevance and burden
attendant to metadata. Metadata may be the most misunderstood topic in electronic discovery.
Requesting parties demand discovery of “the metadata” without specifying what metadata is
sought, and producing parties fail to preserve or produce metadata of genuine value and relevance.

It’s Information and Evidence

Metadata is information that helps us use and make sense of other information. More particularly,
metadata is information stored electronically that describes the characteristics, origins, usage,
structure, alteration and validity of other electronic information. Many instances of metadata in
many forms occur in many locations within and without digital files. Some are supplied by the user,
but most metadata are generated by systems and software. Some is crucial evidence, and some is
merely digital clutter. Appreciating the difference--knowing what metadata exists and
understanding its evidentiary significance—is a skill essential to electronic evidence and discovery.

Metadata is Evidence!

If evidence is anything that tends to prove or refute an assertion as fact, then clearly metadata is
evidence. Metadata sheds light on the origins, context, authenticity, reliability and distribution of
electronic evidence, as well as provides clues to human behavior. It’s the electronic equivalent of
DNA, ballistics and fingerprint evidence, with a comparable power to exonerate and incriminate.

In Williams v. Sprint/United Mgmt. Co., 230 F.R.D. 640 (D. Kan. 2005), the federal court ruled:

[W]hen a party is ordered to produce electronic documents as they are maintained in the ordinary
course of business, the producing party should produce the electronic documents with their
metadata intact, unless that party timely objects to production of metadata, the parties agree that
the metadata should not be produced, or the producing party requests a protective order.
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Within the realm of metadata lies discoverable evidence that litigants are obliged to preserve and
produce. There’s as much or more metadata extant as there is Often. files have more

information and, like information, you don’t deal with every bit of metadata than content.
it. You choose wisely.

A lawyer’s ability to advise a client about how to find, preserve and produce metadata, or to object
to its production and discuss or forge agreements about metadata, hinges upon how well he or she
understands metadata.

It’s Just Ones and Zeroes

Understanding metadata and its importance in e-discovery begins with awareness that electronic
data is, fundamentally, just numbers. Though you’ve heard that before, you may not have
considered the implications of information being expressed so severely. There are no words. There
are no spaces or punctuation. There is no delineation of any kind. Solely binary numbers.

How, then, do computers convert this unbroken sequence notated as ones and zeroes into
information that makes sense to human beings? There must be some key, some coherent structure
imposed to divine their meaning. But where does it come from? We can’t derive it from the data
if we can’t first make sense of the data.

It’s Encoded

Consider that written English conveys all information using fifty-two upper- and lowercase letters
of the alphabet, ten numerical digits (0-9), some punctuation marks and a few formatting
conventions, like spaces, lines, pages, etc. You can think of these collectively as a seventy- or eighty-
character “code.” Alternatively, the same information could be communicated or stored in Morse
code, where a three-signal code composed of dot, dash and pause serves as the entire “alphabet.”

We've all seen movies where a tapping sound is heard and someone says, “Listen! It’s Morse code!”
Suddenly, the tapping is an encoded message because All those ones and zeroes
someone has furnished metadata (“It's Morse code!”) on a computer only make
about the data (tap, tap, pause, tap). Likewise, all those sense when other ones and
ones and zeroes on a computer only make sense when zeroes—metadata—reveal

other ones and zeroes—metadata—reveal a framework for a framework for parsing

parsing and interpreting the data. and interpreting the data.

So, we need data about the data. We need information that tells us the data’s encoding scheme.
We need to know when information of one sort concludes and different information begins. We
need the name, date, context, purpose and origin of information to support its utility and integrity.
We need its metadata.
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The Metadata Continuum

Sometimes metadata is elemental, like the contents of a computer’s master file table detailing
where the sequences of one and zeroes for files begin and end. This metadata is invisible to a user
without special tools called hex editors capable of peering through the walls of the Windows
interface into the utilitarian plumbing of the operating system. Without file location metadata,
each time a user sought to access a file or program, the operating system would have to peruse the
entire drive to find it. It'd be like looking for someone by knocking on every door in town!

At other times, metadata supports enhanced functionality not essential to the operation of the
system. The metadata that tracks a file’s name or the dates a file was created or last modified may
only occasionally be probative of a claim or defense in a case, but that information always makes it
easier to locate, sort and segregate files.

Metadata is often instrumental to the intelligibility of information, helping us make sense of it.
“Sunny and 70 degrees” aren’t a very useful forecast without metadata indicating when and where
it’'s the weather. Similarly, understanding information on a website or within a database, a
collaborative environment like Microsoft’s SharePoint or a social network like Facebook depends
on metadata that defines its location, origin, timing and structure. It's even common for
computerized information to comprise more metadata than data, in the same way that making
sense of the two data points “sunny” and “70 degrees” requires three metadata points: location,
date and time of day.

There’s No Such Thing as “The Metadata”

As we move up the evolutionary ladder for metadata, some is recorded in case it’s needed to
support a specialized task for the operating system or an application. Standard System Metadata
fields like “Camera Model” or “Copyright” may seem an utter backwater to a lawyer concerned
with spreadsheets and word-processed documents; but, if the issue is the authenticity of a
photograph or the origins of pirated music, these fields can make or break a case. It’s all about
relevance and utility.

The point is, there’s really no such thing as “the metadata” for a file or document. Instead, there’s
a continuum of System and Application Metadata that enlightens many aspects of ESI. The
metadata that matters depends upon the issues presented in the case and the task to be
accomplished; consequently, the metadata preserved for litigation should reasonably reflect the
issues to be reasonably anticipated, and it must also address the file management and integrity
needs attendant to identification, culling, processing, review and presentation of electronic
evidence.
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File Systems and Relative Addressing

Most of those ones and zeroes on g hard drive are files that, like library books, are written, read,
revised and referenced. Computers use file systems to keep track of files just as libraries once used
card catalogues and the Dewey Decimal system to track books.

Imagine you own a thousand books without covers that you stored on one very long shelf. You also
own a robot named Robby that can’t read, but Robby can count books very accurately. How would
you instruct Robby to get a particular book?

If you know the order in which the books are stored, you might say, “Robby, bring me the 412t
book.” If it was a 24-volume set of encyclopedias, you might add: “...and the next 23 books.” The
books don’t “know” where they’re shelved. Each book’s location is metadata about the book, but
it’s not stored within the book. The system tracks that metadata. System. Metadata.

Locating something by specifying that it’s so many units from a particular point is called relative
addressing or offset addressing. The number of units the destination is set off from the specified
point is called the offset. Computers use offset values to indicate the locations of files on storage
devices as well as to locate information inside files.

Computers use various units to store and track information, so offsets aren’t always expressed in
the same units. As previously explained, a “bit” stores a one or zero, eight bits is a “byte,” (sufficient
to hold a letter in the Latin alphabet), 512 bytes is often a sector or block (see Appendix A) and
(typically) eight contiguous sectors or blocks is a cluster. The cluster is the most common unit of
logical storage, and modern computers tend to store files in as many of these 4,096-byte clusters,
or “data baskets,” as needed. Offset values are couched in bytes when specifying the location of
information within files and as sectors when specifying the location of files on storage media.

Application Metadata

To the extent lawyers are familiar with metadata, it’s likely just the type called application
metadata with the fearsome potential to inadvertently reveal confidential or privileged
information embedded within electronic documents. Computer programs or “applications” store
datain files “native” to them, meaning that the data is structured and encoded to uniquely support
the application. As these applications added features--like a word processor’s ability to redline
changesin or collaborate on a document--the files used to store documents now had to retain those
tracked changes and collaborative comments.
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Microsoft Word was once notorious for its potential to store information unseen by users, and a
cottage industry grew up offering utilities to strip embedded information, like comments and
tracked changes, from Word documents.

Because of its potential to embarrass lawyers

. - : Megalor, ‘
or compromise privilege, metadata acquired g p =
an unsavory reputation. But metadata is much MEMO TO ALL ACCOUNTING PERSONNEL p
more than embedded application metadata To: Accounting and Personnel Department Heads
From: Mitchell Dale

affording those who know how to find it the RE:L [ Adminisstive Houseknoping

Date:

ability to dredge up a document’s non-obvious

It's come to my attention that we haven't been observing proper
document retention procedures with respect to our stock option

coO ntent awards. These records could really hurt us in a lawsuit
We need to address this immediately for all paper and electronic
Ivecords.
By defl n |t|0n, application metadata iS Today it's administrative housekeeping. Next month, it could be
improper destruction of evidence. DELETE IT-NOW!!!
embedded in the file it describes and moves

with the file when copied. But not all

metadata is embedded for the same reason

that cards in a library card catalog aren’t stored between the pages of the books: You need to know
where information resides to reach it.

System Metadata
Unlike books, computer files aren’t neatly bound tomes with names embossed on spines and
covers. Typically, files don’t internally reflect the name they’ve been given or other information
about their location, history or ownership. The
information about the file not embedded within the EYSCURVEEEL | i
- . o HSA
file it describes but stored apart from the file is its

system metadata. The computer’s file management

system uses system metadata to track file locations

and store demographics about each file’s name, size,

creation, modification and usage.

System metadata is crucial to electronic discovery

because so much of our ability to identify, find, sort,

cull and authenticate information depends on its
system metadata. For example, system metadata helps identify the custodians of files, what the
file is named, when files were created or modified and the folders in which they are stored. System
metadata stores much of the who, what, when, where and how of electronic evidence.

Every computer employs one or more databases to keep track of system metadata. In computers

Ill

running the Windows operating system, the principal “card catalog” holding system metadata is

called the Master File Table or “MFT.” In the predecessor DOS operating system, it was called the
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File Allocation Table or “FAT.” The more sophisticated and secure the operating system, the greater
the richness and complexity of the system metadata in its file table.

Windows Shell Items

In the Windows world, Microsoft calls any single piece of content, such as a file, folder, message or
contact, a “Shell item.” Any individual piece of metadata associated with a Shell item is called a
“property” of the item. Windows tracks hundreds of distinct metadata properties of Shell items in
34 property categories. To see a list of Shell item properties on a Windows system, right click on
the column names in any folder view and select “More....” Examining a handful of these properties

in just four categories reveals metadata of great potential evidentiary value existing within and

without files, messages and photos:

Category Properties

Document ClientID LastAuthor
Contributor RevisionNumber
DateCreated Template
DatePrinted TotalEditingTime
DateSaved Version
DocumentID

Message AttachmentContents FromAddress
AttachmentNames FromName
BccAddress HasAttachments
BccName IsFwdOrReply
CcAddress SenderAddress
CcName SenderName
ConversationID Store
Conversationindex ToAddress
DateReceived ToDoFlags
DateSent ToDoTitle
Flags ToName

Photo CameraManufacturer CameraSerialNumber
CameraModel DateTaken

System ApplicationName ltemAuthors
Author ItemDate
Comment ltemFolderNameDisplay
Company ltemFolderPathDisplay
ComputerName [temName
Containedltems OriginalFileName
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https://docs.microsoft.com/en-us/windows/win32/properties/props
http://msdn.microsoft.com/en-us/library/ff514015(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760614(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760615(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760616(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760617(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760618(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760620(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760622(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760634(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760640(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760642(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760644(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/ff516465(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787320(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787322(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787324(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787326(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787328(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787330(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787332(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787335(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787351(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787353(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/dd391585(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787355(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787357(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787359(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787361(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787365(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787366(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787369(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787371(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/dd391587(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787373(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787375(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/ff516600(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760379(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760388(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760405(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760410(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/ff518152(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760650(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760652(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760658(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760660(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760662(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760664(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760743(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760745(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760747(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760764(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760768(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787536(v=VS.85).aspx

ContentType OwnerSID
DateAccessed Project
DateAcquired Sensitivity
DateArchived SensitivityText
DateCompleted SharedWith
DateCreated Size
Datelmported Status
DateModified Subject
DueDate Title

EndDate FileOwner
FileAttributes FlagStatus
FileCount FullText
FileDescription IsAttachment
FileExtension IsDeleted
FileName IsEncrypted
IsShared

Much More Metadata

The hundreds of Windows Shell item properties are by no means an exhaustive list of metadata.
Software applications deploy their own complements of metadata geared to supporting features
unique to each application. E-mail software, word processing applications and spreadsheet,
database, web browser and presentation software collectively employ hundreds of additional fields
of metadata.

For example, digital photographs can carry dozens of Photos taken with cell phones
embedded fields of metadata called EXIF data having GPS capabilities contain

detailing information about the date and time the detailed EXIF information about
photo was taken, the camera, settings, exposure, where the photo was taken.
lighting, even precise geolocation data. Photos
taken with cell phones having GPS capabilities contain detailed information about where the photo
was taken to a precision of about ten meters.

The popular Microsoft Outlook e-mail client application provides for more than 180 standard
application metadata fields which users may select to customize their view.

But even this broad swath of metadata is only part of the probative information about information
recorded by computers. Within the Master File Table and index records used by Windows to track
all files, still more attributes are encoded in hexadecimal notation. In fact, an ironic aspect of

Windows is that the record used to track information about a file may be larger than the file itself!
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http://msdn.microsoft.com/en-us/library/bb760669(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760673(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760675(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760677(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760679(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760681(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760683(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760685(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760687(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760689(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760693(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760695(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760697(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760699(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760703(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760741(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/dd391669(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787552(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787557(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787558(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787560(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787566(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787574(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787576(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb787584(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760705(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760715(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/dd391649(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760727(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/bb760729(v=VS.85).aspx
http://msdn.microsoft.com/en-us/library/cc184966(v=VS.85).aspx

Stored within the hives of the System Registry—the “Big Brother” database that tracks attributes
covering almost any aspect of the system—are thousands upon thousands of attribute values called
“registry keys.” Other records and logs track network activity and journal virtually every action.

Matryoshka Metadata
Matryoshka are carved, cylindrical Russian dolls that nest inside one another. It’s helpful to think
of metadata the same way. If the evidence of interest is a Word document attached to an e-mail,
the Word document has its usual complement of application metadata that moves with the file;
but, as it nests within an e-mail message, its “system” metadata is only that which is contained
within the transporting message—likely just the file’s name and filetype. The transporting
message, in turn, carries its own metadata concerning transit, addressing, structure, encoding and
the like. The message is managed by Outlook, which
maintains a rich complement of metadata about the
message and about its own configuration. As
configured, Outlook may store all messages and
application metadata in a container file called
Outlook.PST. This container file exists within a file
system of a computer that stores system metadata
about the container file, such as where the file is

stored, under whose user account, when it was last
modified, its size, name, associated application and so on.

Within this Matryoshka maelstrom of metadata, some information is readily accessible and
comprehensible while other data is so Byzantine and cryptic as to cause even highly skilled
computer forensic examiners to scratch their heads.

Forms of Metadata

Now that your head is spinning from all the types, purposes and sources of metadata, let’s pile on
another consideration: the form of the metadata. Metadata aren’t presented the same way from
field to field or application to application. For example, some of the standard metadata fields for
Outlook e-mail are simply bit flags signifying “true” or “false” for, e.g., “Attachment,” “Do Not Auto
Archive,” “Read” or “Receipt Requested.” Some fields reference different units, e.g., “Size”
references bytes, where “Retrieval Time” references minutes. Several fields even use the same
value to mean different things, e.g., a value of “1” signifies “Completed” for “Flag Status,” but
denotes “Normal for “Importance,” “Personal” for “Sensitivity” and “Delivered” for “Tracking
Status.”

The form of metadata is a key consideration when deciding how to preserve and produce the
information. Not everyone would appreciate a response like, “for this message, item type 0x0029
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with value type 0x000b was set to 0x00,” when the question posed was whether the sender sought
a read receipt. Because some metadata items are simply bit flags or numeric values and make
sense only as they trigger an action or indication in the native application, preserving metadata can
entail more than just telling opposing counsel, “we will grab it and give it to you.” Context is
essential.

It's not that locating and interpreting any particular item is hard, but counsel needs to know
whether the firm, client or service provider has the tools and employs a methodology that makes
it easy. That’s why it’s crucial to know what metadata is routinely collected and amenable to
production before making commitments to opposing counsel or the court. E-discovery service
providers should be able to readily identify the system and application metadata values they
routinely collect and process for production. Virtually any metadata value can be readily collected
and processed—it’s just data; but a few items require specialized tools, custom programming or
tweaking of customary workflows.

Relevance and Utility

How much of this metadata is relevant and discoverable? Would | be any kind of lawyer if | didn’t
answer, “It depends?” In truth, it does depend upon what issues the data bears upon, its utility
and the cost and burden of preservation and review.

Metadata is unlike almost any other evidence in that its utility may flow from its probative value
(its relevance as evidence), its utility its ability to support searching, sorting and interpretation of
ESI) or both. If the origin, use, distribution, destruction or integrity of electronic evidence is at issue,
the relevant “digital DNA” of metadata is essential, probative evidence that needs to be preserved
and produced. Likewise, if metadata materially facilitates the searching sorting and management
of electronic evidence, it should be preserved and produced for its utility.® Put simply, metadata
is an indispensable feature of ESI and should be considered for production in every case. Too, much

18 This important duality of metadata is a point sometimes lost by those who read the rules of procedure too literally
and ignore the comments to same. Federal Rules of Civil Procedure Rule 26(b) states that, “Parties may obtain
discovery regarding any nonprivileged matter that is relevant to any party's claim or defense and proportional to the
needs of the case...” (emphasis added). The Comments to Rules revisions made in 2015 note, “[a] portion of present
Rule 26(b)(1) is omitted from the proposed revision. After allowing discovery of any matter relevant to any party’s
claim or defense, the present rule adds: “including the existence, description, nature, custody, condition, and location
of any documents or other tangible things and the identity and location of persons who know of any discoverable
matter.” Discovery of such matters is so deeply entrenched in practice that it is no longer necessary to clutter the
long text of Rule 26 with these examples. The discovery identified in these examples should still be permitted under
the revised rule when relevant and proportional to the needs of the case. Framing intelligent requests for
electronically stored information, for example, may require detailed information about another party’s information
systems and other information resources” (emphasis added). Though the Committee could have been clearer in its
wording and have helpfully used the term “metadata,” the plain import is that relevance “to a party’s claims or
defenses” is not the sole criterion to be used when determining the scope of discovery as it bears on metadata.
Metadata is discoverable for its utility as well as its relevance.
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of what is dismissed as “mere metadata” is truly substantive content, such as embedded comments
between collaborators in documents, speaker notes in presentations and formulas in spreadsheets.

Does this then mean that every computer system and data device in every case must be forensically
imaged and analyzed by experts? Absolutely not! Once we understand what metadata exists and
what it signifies, a continuum of reasonableness will inform our actions. A police officer making a
traffic stop routinely collects relevant “dog tag” data, e.g., driver’s name, address, vehicle license
number, driver’s license number and date, time and location of offense. We wouldn’t expect the
traffic cop to collect a DNA sample or fingerprint from the driver. But, make it a murder case and
the calculus changes.

The crucial factors are burden and cost balanced against utility and relevance. The goal should be
a level playing field between the parties in terms of their ability to see and use relevant electronic
evidence, including its metadata.

So where do we draw the line? Begin by recognizing that the advent of electronic evidence hasn’t
changed the fundamental dynamics of discovery: Litigants are entitled to discover relevant, non-
privileged information, and relevance depends on the issues before the court. Relevance

assessments aren’t static but change as new —
Periodically re-assess the

evidence emerges and new issues arise. Metadata .
adequacy of preservation and

irrelevant at the start of a case may become decisive

production of metadata, and act
to meet changed circumstances.

when, e.g., allegations of data tampering or

spoliation emerge. Parties must periodically re-
assess the adequacy of preservation and production of metadata and act to meet changed
circumstances.

Metadata Musts

There are readily accessible, frequently valuable metadata that, like the dog tag information
collected by a traffic cop, we should expect to routinely preserve and produce. Examples of
essential system metadata fields for any file produced are:

e Custodian

e Source Device

e Originating Path (file path of the file as it resided in its original environment)

e Filename (including extension)

e Last Modified Date

e Last Modified Time.
Any party producing or receiving ESI should be able to state something akin to, “This spreadsheet
named Cash Forecast.xIs came from the Documents folder on Sarah Smith’s Dell laptop and was
last modified on January 16, 2020 at 2:07 PM CST.”
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Another metadata “must” that informs time and date information is the UTC time zone offset
applicable to each time value (unless all times have been normalized; that is, processed to a
common time zone). UTC stands for both for Temps Universel Coordonné and Coordinated
Universal Time. It's a fraction of a second off the better-known Greenwich Mean Time (GMT) and
identical to Zulu time in military and aviation circles. Why UTC instead of TUC or CUT? It's a
diplomatic compromise, for neither French nor English speakers were willing to concede the
acronym. Because time values may be expressed with reference to local time zones and variable
daylight savings time rules, you need to know the UTC offset for each item.

Application metadata is, by definition, embedded within native files; so, native production of ESI
obviates the need to selectively preserve or produce application metadata. It’s in the native file.
But when ESI is converted to other forms, the parties must assess what metadata will be lost or
corrupted by conversion and identify, preserve and extract relevant or utile application metadata
fields for production in ancillary files called load files.

For e-mail messages, this is a straightforward process notwithstanding the dozens of metadata
values that may be introduced by e-mail client and server applications. The metadata “musts” for
e-mail messages are, as available:

e Custodian — Owner of the mail container file or account collected

e To - Addressee(s) of the message

e From —The e-mail address of the person sending the message

e CC-Person(s) copied on the message

e BCC - Person(s) blind copied on the message

e Subject — Subject line of the message

e Date Sent (or Received)— Date the message was sent (or received)

e Time Sent (or Received) — Time the message was sent (or received)

e Attachments — Name(s) or other unique identifier(s) of attachments/families
e Mail Folder Path — Path of the message to its folder in the originating mail account; and,
e Message ID —Unique message identifier.!?

E-mail messages that traverse the Internet contain so-called header data detailing the routing and
other information about message transit and delivery. Whether header data should be preserved
and produced depends upon the reasonable anticipation that questions concerning authenticity,
receipt or timing of messages will arise. The better question might be, “since header data is an

1% In fact, few of these items are truly “metadata” in that they are integral parts of the message (i.e., user-contributed
content); however, message header fields like To, From, CC, BCC and Subject are so universally labeled “metadata,” it’s
easier to accept the confusion than fight it.
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integral part of every message, why should any party be permitted to discard this part of the
evidence absent cause?”

The metadata essentials must further include metadata values generated by the discovery and
production process itself, such as Bates numbers, attachment rangers, hash values, production
paths, deduplicate identification, family relationships and the like.

When ESI other than e-mail is converted to non-native forms, it can be enormously difficult to
preserve, produce and present relevant or necessary application metadata in ways that don’t limit
its utility or intelligibility. For example, tracked changes and commentary in Microsoft Office
documents may be incomprehensible without seeing them in context, i.e., superimposed on the
document. By the same token, furnishing a printout or image of the document with tracked
changes and comments revealed can be confusing and deprives a recipient of the ability to see the
document as the user ultimately saw it. As well, it often corrupts the extraction of searchable text
using optical character recognition. If native forms will not be produced, the most equitable
approach may be to produce the document twice: once with tracked changes and comments
hidden and once with them revealed.?°

For certain ESI, there is simply no viable alternative to native production with metadata intact. The
classic example is a spreadsheet file. The loss of functionality and the confusion engendered by
rows and columns that break and splay across multiple pages mandates native production. A like
loss of functionality occurs with sound files (e.g., voice mail), video, animated presentations (i.e.,
PowerPoint) and databases, web content, SharePoint, social networking sites and collaborative
environments where the structure and interrelationship of the information--reflected in its
metadata—defines its utility and intelligibility. Forms of production are thoroughly addressed
elsewhere but suffice to say that native production greatest strength may derive from its ability to
make optimum use of metadata.

The Path to Production of Metadata
The balance of this section discusses steps typically taken in shepherding a metadata production
effort, including:

e Gauge spoliation risks before you begin

e |dentify potential forms of metadata

e Assess relevance and burden

e Consider authentication and admissibility

e Evaluate need and methods for preservation

20 But the viability of this “solution” must be weighed against the greatly increased cost to load and host alternate
versions of documents considering that vendors typically charge for services by the gigabyte. Two sets of static images
substantially inflate the cost of discovery for the parties receiving such a double-whammy production.
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e Collect metadata
e Plan for privilege and production review
e Resolve production issues

Gauge spoliation risks before you begin

German scientist Werner Heisenberg thrilled physicists and philosophy majors alike when he
posited that the very act of observing alters the reality observed. Heisenberg’s Uncertainty
Principal speaks to the world of subatomic particles, but it aptly describes a daunting challenge to
lawyers dealing with metadata: When you open any document in Office applications without first
employing specialized hardware or software, metadata often changes, and prior metadata values
may be lost. Altered metadata implicates not only claims of spoliation, but also severely hampers
the ability to filter data chronologically. How, then, can a lawyer evaluate documents for
production without reading them?

Begin by gauging the risk. Not every case is a crime scene, and few cases implicate issues of
computer forensics. Those that do demand extra care be taken to preserve a broad range of
metadata evidence. Further, it may be no more difficult or costly to preserve data using forensically
sound methods than those that imperil metadata.

For the ordinary case, a working knowledge of the most obvious risks and simple precautions are
sufficient to protect the metadata most likely to be needed.

Windows systems typically track at least three date values for files, called “MAC dates” for Last
Modified, Last Accessed and Created. Of these, the Last Accessed date is the most fragile, yet least
helpful. Historically, last accessed dates could be altered by previewing files and running virus
scans. Now, last accessed dates are only infrequently updated in Windows (after Vista and
Win7/8/10).

Similarly unhelpful in e-discovery is the Created date. The created date is often presumed to be the
authoring date of a document, but it more accurately reflects the date the file was “created” within
the file system of a particular storage medium. So, when you copy a file to new media, you've
“created” it on the new media as of the date of copying, and the created date changes accordingly.
Conversely, when you use an old file as a template to create a new document, the creation date of
the template stays with the new document. Created dates may or may not coincide with
authorship; so, it's a mistake to assume they do.

The date value of greatest utility and stability is the Last Modified date. The last modified date of
a file is not changed by copying, previewing or virus scans. It changes only when a file is opened
and saved; however, it is not necessary that the user-facing content of a document be altered for
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the last accessed date to change. Other changes—including subtle, automatic changes to
application metadata--may trigger an update to the last modified date when the file is re-saved by
a user.

Apart from corruption, application metadata does not change unless a file is opened. So, the
easiest way to preserve a file’s application metadata is to keep a pristine, unused copy of the file
and access only working copies. By always having a path back to a pristine copy, inadvertent loss
or corruption of metadata is harmless error. Calculating and preserving hash values for the pristine
copies is a surefire way to demonstrate that application metadata hasn’t changed.

An approach favored by computer forensic professionals is to employ write blocking hardware or
software to intercept all changes to the evidence media. Modern e-discovery review tools are
designed not to change metadata values when reviewing files.

Finally, containerized copies?! can be transferred to read only media (e.g., CD-R or DVD-R),
permitting examination without metadata corruption.

Identify potential forms of metadata

To preserve metadata and assess its relevance, you must know it exists. So, for each principal file
type subject to discovery, assemble a list of associated metadata of potential evidentiary or
functional significance. You’ll likely need to work with an expert the first time or two, but once you
have a good list, it will serve you in future matters. You’ll want to know not only what the metadata
fields contain, but also their location and significance.

For unfamiliar or proprietary applications and environments, enlist help identifying metadata from
the client’s IT personnel. Seek your opponent’s input, too. Your job is simpler when an adversary
conversant in metadata expressly identifies fields of interest. The parties may not always agree,
but at least you’ll know what’s in dispute.

Assess relevance and burden

Are you going to preserve and produce dozens and dozens of metadata values for every document
and e-mail in the case? Perhaps not, although you may find it easier to preserve all than selectively
collect and cull just those values you deem relevant. Modern e-discovery tools extract a broad
range of metadata fields during processing, so the burden to produce another field is nominal so
long as a specific request for the data is communicated before production. Claims of “undue
burden” tend to be overblown when it’s just one more column of information exported to a load
file along with file names, Bates numbers and other everyday metadata values.

21 A containerized copy would typically be a compressed .Zip file. The reason to use containers rather than simply
copy the data to optical media is that optical media employs a different file system than other storage media and
cannot replicate the system metadata values of files stored on, e.g., an NTFS hard drive. The zip format better
replicates a broader range of system metadata values.
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Much metadata is like the weather reports from distant cities published in the daily newspaper.
Though only occasionally indispensable, we want that information available when we need it.??

Relevance is always subjective and as fluid as the issues in the case. Case in point: two seemingly
innocuous metadata fields common to Adobe Portable Document Format (PDF) files are “PDF
Producer” and “PDF Version.” These are listed as “Document Properties” under the “File” menu in
any copy of Adobe Acrobat. Because various programs can link to Acrobat to create PDF files, the
PDF Producer field stores information concerning the source application, while the PDF Version
field tracks what release of Acrobat software was used to create the PDF document. These
metadata values may appear esoteric and irrelevant but consider how matters change if the dispute
turns on a five-year-old PDF contract claimed to have been recently forged. If the metadata reveals
the PDF was created using a scanner introduced to market last year and a six-month-old release of
Acrobat, that metadata supports a claim of recent fabrication. In turn, if the metadata reflects use
of a very old scanner and an early release of Acrobat, the evidence bolsters the claim that the
document was scanned years ago. Neither is conclusive on the issue, but both are relevant
evidence needing to be preserved and produced.

Assessing relevance is another area where communication with an opponent is desirable. Often,
an opponent will put relevance concerns to rest by responding, “I don’t need that.” For every
opponent who demands “all the metadata,” there are plenty who neither know nor care about
more than the bare metadata “musts.”

Consider Authentication and Admissibility

Absent indicia of authenticity like signatures, handwriting and physical watermarks, how do we
establish that electronic evidence is genuine or attributable to one person versus another?
Computers and accounts may be shared, hacked or passwords lost or stolen. Software enables
convincing alteration of documents absent the telltale signs that expose paper forgeries. Once, we
used dates and postmarks to establish temporal relevance, but now documents may acquire new
dates each time they’re opened, inserted by a word processor macro as a “convenience” to the
user.

If the origins and authenticity of evidence may be in issue, preservation of original date and system
user metadata is essential. When identifying metadata to preserve or request, consider, inter alia,
system and network logs and journaling, evidence of other simultaneous user activity and version
control data. For more on this, review the material on digital forensics, supra.

22 Of course, we are more likely go online for weather information; but even then, we want the information available
when we need it.
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In framing a preservation strategy, balance the burden of preservation against the likelihood of a
future need for the metadata, but remember, if you act to preserve metadata for documents
supporting your case, it’s hard to defend a failure to preserve metadata for items bolstering the
opposition’s case. Failing to preserve metadata could deprive you of the ability to challenge the
relevance or authenticity of material you produce.

Chain of Custody

An important role of metadata is establishing a sound chain of custody for ESI. Through every stage
of e-discovery--collection, processing, review, and production—metadata should facilitate a clear,
verifiable path back to the source ESI, device and custodian.

“Chain of custody” describes the processes used to track and document the acquisition, storage
and handling of evidence to be able to demonstrate that the integrity of the evidence has not been
compromised. From movies and television, we’re familiar with the signed and sealed evidence
bags, police property rooms, sign in/out logs and other steps law enforcement agencies use to
safeguard physical evidence. But what are the corollary steps required for digital evidence?

As a rule, counsel should be able to reliably trace any item of digital evidence back to its origin. So,
there must be a means to identify the device, network address, container file and custodian of the
source of the data. When electronic evidence is collected, or media imaged for preservation,
collections and images should be digitally fingerprinted upon acquisition and hash values recorded.

Though digital evidence is unique in that its ability to be duplicated and authenticated without
compromising any iteration deemed to be “original,”?3 it remains the practice to restrict access to
the data and log any actions with a potential to change the evidence or its hash values.

As we delve into forensic imaging and ESI processing, consider the features of each that support
chain of custody and authentication.

Evaluate Need and Methods for Preservation
Not every metadatum is important in every case, so what factors should drive preservation? The
case law, rulings of the presiding judge and regulatory obligations are paramount concerns, along
with obvious issues of authenticity and relevance.

If you fail to preserve metadata
at the earliest opportunity, you

Another aspect to consider is the stability of
metadata. As discussed, essential metadata fields, may never be able to replicate
like Last Modified Date, change when a file is used what was lost.

23 |n the world of digital forensics, the notions of “original” or “best” evidence no longer mean much in that one hash
validated copy of ESl is indistinguishable from any other.
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and saved. If you don’t preserve dynamic data, you lose it. Where a preservation duty has attached,
by, e.g., issuance of a preservation order or operation of law, the loss of essential metadata may,
at best, require costly remedial measures be undertaken or, at worst, could constitute spoliation
subject to sanctions.

How, then, do you avoid spoliation occasioned by review and collection? What methods will
preserve the integrity and intelligibility of metadata? Poorly executed collection efforts can corrupt
metadata. For example, when a custodian or reviewer opens files in native applications, copies
responsive files to new media, prints documents or forwards e-mail, metadata is altered or lost.
Consequently, metadata preservation must be addressed before a preservation protocol is
implemented and good practices made a part of preservation directives, so-called “legal hold
notices.” Be certain to document what was done and why. Courts expect a modicum of
transparency concerning data preservation, so consider communicating contemplated protocols to
opposing counsel in sufficient time to allow adversaries to object, seek court intervention or
propose an alternate protocol.

Collect Metadata

Because metadata is stored both within and without files, simply duplicating a file without
capturing its system metadata is insufficient. Not all metadata preservation efforts demand
complex and costly solutions; you can tailor the method to the case in a proportional way. As
feasible, record and preserve system metadata values before use or collection. This can be
achieved using software that archives the basic system metadata values to a table, spreadsheet or
CSV (comma separated value) file. Then, if an examination results in a corruption of metadata, the
original values can be ascertained. Even just archiving files (“zipping” them) may be a sufficient
method to preserve associated metadata. Optimally, you’ll use tools purpose-built for e-discovery
and forensic imaging and/or engage vendors specializing in electronic discovery.

Whatever the method chosen, safeguard the association between the data and metadata. For
example, if data is the audio component of a voice mail message, recordings may be of little use
unless correlated with the metadata detailing the date and time of the call and the identity of the
voice mailbox user. Similarly, email attachments must tie back to transmittals. These efforts
termed, “preserving family relationships.”

When copying file metadata, know the limitations of the environment and medium in which you’re
working. | learned this lesson the hard way many years ago while experimenting with recordable
CDs to hold evidence files and metadata. Each time | tried to store a file and its MAC dates
(modified/accessed/created) on a CD, | found that the three different MAC dates derived from the
hard drive would always emerge as three matching MAC dates when read from the CD. | was
corrupting the data | sought to preserve!
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| learned that optical media like CD-Rs aren’t formatted in the same manner as magnetic media like
hard drives. Whereas the operating system formats a hard drive to store three distinct dates, CD-
R media stores just one. In a sense, a CD file system has no “place” to store all three dates, so it
discards two. When the CD’s contents are copied back to magnetic media, the operating system
re-populates the “slots” for the three dates with the single date found on the optical media. Thus,
using a CD in this manner served to both corrupt and misrepresent the metadata. Similarly,
different operating systems and versions of applications maintain different metadata and not all
systems support metadata of the same length; so, don’t be caught out as | was, test your processes
for alteration, truncation or loss of metadata.

Plan for Privilege and Production Review

The idea of reviewing metadata for privilege may seem odd unless you consider that application
metadata potentially reveals deleted content and commentary. The industry (sub)standard has
long been to simply suppress the metadata content of evidence, functionally deleting it from
production. This occurred without any entitlement springing from privilege. Producing parties
didn’t want to review metadata so simply, incredibly, purged it from production for their own
convenience. That won’t fly anymore. Metadata must be assessed as any other potentially
responsive ESI and produced when tied to a responsive and non-privileged information item.

When the time comes to review metadata for production and privilege, the risks of spoliation faced
in collection may re-appear during review. Ponder:

e How will you efficiently access (i.e., “see”) metadata?

e Will the metadata exist in a form you can interpret?

e Will your examination alter the metadata?

e How will you tag metadata for production?

e How can you redact privileged or confidential metadata?

Fortunately, modern e-discovery review platforms (the software tools lawyers use to search, sort,
read and tag electronic evidence) are designed to address these concerns; however, access and
alteration remain a peril for lawyers mistakenly trying to use native applications as review tools.

Application Metadata and Review

Many lawyers deal with metadata by pretending it doesn’t exist. They employ review methods that
don’t display application metadata like comments and tracked changes in Microsoft Office files
review only what prints instead of all the information embedded in the document. Rather than
tailor their workflows to the evidence, they suppress application metadata for fear they’'ll
unwittingly produce privileged or confidential content (or simply from ignorance). They defend
their actions claiming that the burden to review application metadata for privileged or confidential
content is greater than the evidentiary value of that content. To ensure that requesting parties
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cannot access all that metadata the producing counsel ignored, producing parties instead strip
away all metadata, either by printing the documents to paper or hiring a vendor to convert the ESI
to static images (i.e., TIFF images). Doing so successfully removes the metadata but impairs the
utility, integrity and searchability of the evidence.

Sometimes, counsel producing evidence as static TIFF images undertake to reintroduce some of the
stripped metadata and searchable text in ancillary productions called load files. The production of
document images and load files is a high-cost, low utility, error-prone approach to e-discovery; but
its biggest drawback is that it’s unable to do justice to native files and metadata. When produced
as images, spreadsheets become useless and incomprehensible. Multimedia files disappear.
Interactive, animated and structured information breaks. In general, the richer the information in
the evidence, the less likely it is to survive production as static TIFF images.

Despite these shortcomings, lawyers cling to cumbersome TIFF productions, driving up e-discovery
costs. This is troubling enough, but raises a disturbing question: Why does any lawyer assume he
or she is free to unilaterally suppress--without review or proffer of a privilege log—integral parts of
discoverable evidence? Stripping away or ignoring metadata that’s an integral part of evidence
seems little different from erasing handwritten notes in medical records because you’d rather not
decipher the doctor’s handwriting!

In Williams v. Sprint/United Mgmt Co., 230 F.R.D. 640 (D. Kan. 2005), concerns about privileged
metadata prompted the defendant to strip out metadata from the native-format spreadsheet files
it produced in discovery. The court responded by ordering production of all metadata as
maintained in the ordinary course of business, save only privileged and expressly protected
metadata.

The court was right to recognize that privileged information need not be produced, wisely
distinguishing between surgical redaction and blanket excision. One is redaction following
examination of content and a reasoned judgment that some matters are privileged. The other
excises data haphazardly springing from a speculative concern that the data pared away might
contain privileged information. The baby goes out with the bathwater. Moreover, blanket
redaction based on privilege concerns doesn’t relieve a party of the obligation to log and disclose
such redaction. The defendant in Williams not only failed to examine or log items redacted, but
Sprint left it to the plaintiff to discover that something was missing.

The upshot is that requesting parties are entitled to The requesting party is entitled

the metadata benefits available to the producing to the metadata benefits that are

party. Producing parties may not vandalize or

available to the producing party.

hobble electronic evidence for production without
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adhering to the same rules attendant to redaction of privileged and confidential information in
paper documents. We address these issues depth later in these materials.

Resolve Production Issues

Metadata may be produced as a database or housed in a delimited load file,?* in an image format,
hosted within an online database or even furnished as paper printouts. However, metadata
presents unique production challenges. One is that metadata may be unintelligible outside its
native environment absent processing and labeling. How can you tell if an encoded value describes
the date of creation, modification or last access without both decoding the value and preserving its
significance with labels?

Another issue is that metadata isn’t always textual. It may consist of a bit flag in an index entry—a
one or zero—wholly without meaning unless you know what it signifies. A third challenge to
producing metadata lies in finding ways to preserve the relationship between metadata and the
data it describes and, when obliged to do so, to present both the data and metadata so as to be
electronically searchable.

When files are separated from their metadata, we lose much of the ability to sort, manage and
authenticate them. Returning to the voice mail example, unless the sound component of the
message (e.g., the WAV file) is paired with its metadata, a reviewer must listen to the message in
real time, hoping to identify the voice and deduce the date of the call from the message. It's a
Herculean task without metadata, but a task made much simpler if the producing party, e.g., drops
the WAV file into an Adobe PDF file as an embedded sound file, then inserts the metadata in the
image layer. Now, a reviewer can both listen to the message and search and sort by the metadata.

Sometimes, simply producing a table or load file detailing originating metadata values will suffice.
Other times, only native production will suffice to supply relevant metadata in a useful and
complete way. Determining the method of metadata production best suited to the case demands
planning, guidance from experts and cooperation with the other side.

Beyond Data about Data

The world’s inexorable embrace of digital technology serves to escalate the evidentiary and
functional value of metadata in e-discovery. Today, virtually all information is born electronically,
bound to and defined by its metadata as we are bound to and defined by our DNA. The proliferation

24 Load files are used to produce searchable text and metadata. Delimited load files are composed of delimited text,
i.e., values following a predetermined sequence and separated by characters like commas (so-called CSV files), tabs or
guotation marks serving as “delimiters” (i.e., separators). We will explore the use and structure of load files later in
the semester.

77



and growing importance of metadata dictates that we move beyond unhelpful definitions like “data
about data,” toward a fuller appreciation of metadata’s many forms and uses.

Key Takeaways re: Metadata

Crucial Distinction: System versus Application Metadata:

File tables hold system metadata about the file (e.g., name, locations on disk, MAC dates): it’s
CONTEXT residing outside the file

Files hold application metadata (e.g., geolocation data in photos, comments in docs): it’s
CONTENT embedded in the file.

System Metadata Examples: File names, file sizes, Modified, Accessed and Created (MAC)
dates, file locations (path), custodian.

Application Metadata Examples: Comments, tracked changes, editing times, last printed
dates.

System Metadata values must be collected and produced in delimited text files called “Load
Files.” Application Metadata is embedded in native files, but when files are not produced in
native formats, Application Metadata must likewise be extracted and produced in load files.

Parties seeking metadata in discovery should specify the fields of metadata sought.

Parties should preserve the “family relationships” between data and metadata.
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Appendix A: Just Ones and Zeros

01001001001000000111011101100001011100110010000001100010011011110111001001101110001000000111011101101001011101000110100000100000
01100001001000000110001101100001011101010110110000101100001000000111011101101000011010010110001101101000001000000111011101100001
01110011001000000110000101100100011101100110010101110010011101000110100101110011011001010110010000100000011001100110111101110010
00100000011100110110000101101100011001010010110000100000011010010110111000100000011101000110100001100101001000000110111001100101
01110111011100110111000001100001011100000110010101110010011100110010110000100000011000010111010000100000011101000110100001100101
00100000011011000110111101110111001000000111000001110010011010010110001101100101001000000110111101100110001000000110011001101001
01100110011101000110010101100101011011100010000001100111011101010110100101101110011001010110000101110011001011100010000001010111
01101000011001010111010001101000011001010111001000100000011100110110010101100001001011010110011101101111011010010110111001100111
00100000011100000110010101101111011100000110110001100101001000000111011101100101011100100110010100100000011100110110100001101111
01110010011101000010000001101111011001100010000001101101011011110110111001100101011110010010000001100001011000100110111101110101
01110100001000000111010001101000011000010111010000100000011101000110100101101101011001010010110000100000011011110111001000100000
01110111011001010111001001100101001000000111001101101000011011110111001001110100001000000110111101100110001000000110011001100001
01101001011101000110100000100000011000010110111001100100001000000111000001110010011001010110011001100101011100100111001001100101
011001000010000001100011011011110111001001101011001000000110101001100001011000110110101101100101011101000111001100101 10000100000
01001001001000000110010001101111011011100010011101110100001000000110101101101110011011110111011100111011001000000110000101101100
01101100001000000100100100100000011010110110111001101111011101110010000001101001011100110010110000100000011101000110100001 100001
01110100001000000111010001101000011001010111001001100101001000000111011101100001011100110010000001100010011101010111010000100000
01101111011011100110010100100000011100110110111101101100011010010111010001100001011100100111100100100000011000100110100101100100
01100100011010010110111001100111001011000010000001100001011011 1001100100001000(!)01 1101000110100001100001011101000010000001110111

011010010110111
01101111001000000
01110101011011
011001000010000
0010000001110011
01101100011010010110111001100101011001000010000001110100011011110010000001100010011001010010000001100111011101010110000101110010
01100001011011100111010001100101011001010110010000100000011001100111001001101111011011010010000001100100011100100110111101110111
01101110011010010110111001100111001000000110111101101110001000000110000101101110011110010010000001101000011010010110011101101000
01100101011100100010000001100010011000010111001001100111011000010110100101101110001011100010000001000011011011110110111001110011
01100101011100010111010101100101011011100111010001101100011110010010000001110100011010000110010100100000011000010110010001110110
01100101011100100111010001101001011100110110010101101101011001010110111001110100001000000111011101100001011100110010000001110111
01101001011101000110100001100100011100100110000101110111011011100010000001100001011101000010000001100001001000000110010001100101
01100001011001000010000001101100011011110111001101110011001000000010110100100000011001100110111101110010001000000110000101110011
100000, 00110 11001 00111001001111001001011000010000001101101011110010010000001110000
0111010001101000011001010111001000100111
110000101110011
010000001110100
111100101100101
10110000100000
010000 01 1 00 111010101110100
0010000001110101011100000010000001101001011011100010000001 100001001000 1001 100001011001100110011(X)1 1011000110010100100000
01100100011011110111011101101110001000000110100101101110001000000110111 101011100100010000001110000011000010111001001110100
00100000011011110110011000100000011101000110100001100101001000000110001101101111011101010110111001110100011100100111100100101100
00100000011101000110111100100000011001100110100101100110011101000111100100100000011011010110010101101101011000100110010101110010
01110011001000000110000101110100001000000110100001100001011011000110011000101101011000010010110101100011011100100110111101110111
01101110001000000110000100100000011010000110010101100001011001000010110000100000011101000110100001100101001000000111011101101001
01101110011011100110010101110010001000000111010001101111001000000111001101110000011001010110111001100100001000000110011001101001
01110110011001010010000001110011011010000110100101101100011011000110100101101110011001110111001100101110001000000100100100100000
01110111011000010111001100100000011100000111001001100101011100110110010101101110011101000010000001101101011110010111001101100101
01101100011001100010110000100000011000010110111001100100001000000100100100100000011100100110010101101101011001010110110101100010
01100101011100100010000001110100011011110010000001101000011000010111011001100101001000000110011001100101011011000111010000100000
01110001011101010110100101110100011001010010000001110101011011100110001101101111011011010110011001101111011100100111010001100001
01100010011011000110010100100000011000010110111001100100001000000110001101101111011011100110011001110101011100110110010101100100
00101100001000000110000101110100001000000110000100100000011100000110000101110010011101000010000001101111011001100010000001101101
01111001011100110110010101101100011001100010000001100010011001010110100101101110011001110010000001100100011010010111001101110000
01101111011100110110010101100100001000000110111101100110001000000110100101101110001000000111010001101000011000010111010000100000
01110111011000010111100100101110001000000101010001101000011001010010000001100011011000010111010101101100001000000111011101100001
01110011001000000111011101101111011011100010110000100000010010010010000001110010011001010110001101101111011011000110110001100101
01100011011101000010110000100000011000100111100100100000011000010110111000100000011011110110110001100100001000000110110001100001
01100100011110010010000001110111011010010111010001101000001000000110000100100000011010000110000101101110011001000010110101100010
01100001011100110110101101100101011101000010110000100000011101110110100001101111001011000010000001110110011001010111001001111001
00100000011100100110010101101100011101010110001101110100011000010110111001110100011011000111100100101100001000000111000001110010

To give you a sense of what one sector sized snippet of ASCII texts looks like, the binary data above comprises
a single hard drive sector storing a binary encoding of the text below (excerpted from David Copperfield by
Charles Dickens):

| was born with a caul, which was advertised for sale, in the newspapers, at the low price of fifteen guineas.
Whether sea-going people were short of money about that time, or were short of faith and preferred cork
jackets, | don't know; all | know is, that there was but one solitary bidding, and that was from an attorney
connected with the bill-broking business, who offered two pounds in cash, and the balance in sherry, but
declined to be guaranteed from drowning on any higher bargain. Consequently the advertisement was
withdrawn at a dead loss--for as to sherry, my poor dear mother's own sherry was in the market then--and
ten years afterwards, the caul was put up in a raffle down in our part of the country, to fifty members at
half-a-crown a head, the winner to spend five shillings. | was present myself, and | remember to have felt
quite uncomfortable and confused, at a part of myself being disposed of in that way. The caul was won, |
recollect, by an old lady with a hand-basket, who, very reluctantly, pr [end of sector]

A 3-terabyte hard drive contains some 5.8 billion 512-byte sectors.
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v # Exercise 2: Metadata and Hashing

GOALS: The goals of this exercise are for the student to:
1. Use cryptographic hashing to match duplicates and flag altered files.
2. Assess which actions alter file metadata and hash values

You may wish to review the information about hashing found at pp. 55-57.

Step 1: Download the file http://www.craigball.com/JJJS.zip and extract the three files it contains:
JJJS_DRAFT1.xlsx

JJJS_DRAFT2.xlsx

JJJS_FINAL.xIsx

DO NOT OPEN THESE FILES IN EXCEL or you risk altering the evidence!

Step 2: Collecting System Metadata Without opening the files, examine the properties of each file
and record the values in the table below.
FILE NAME LAST MODIFIED DATE AND TIME FILE SIZE IN BYTES
JJJS_DRAFT1.xlIsx

JJJS_DRAFT2.xlsx

JJJS_FINAL.xIsx

Step 3: Apart from having different file names, are they otherwise “identical” in terms of their
system metadata values (date and time values and file size)? (yes or no):

Step 4: Find an online or local (standalone) MD5 hashing (AKA “checksum”) tool of your choice and
acquaint yourself with its interface. There are dozens of free, online hash calculators that can be
found by searching Google for “online MD5 hash calculator.” Examples:

http://hash.urih.com/
https://defuse.ca/checksums.htm
http://www.fileformat.info/tool/md5sum.htm

http://hash.online-convert.com/md5-generator

https://www.pelock.com/products/hash-calculator

http://onlinemd5.com
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If you use an online hash calculator, be sure to use one that will allow you to browse your machine

for a file to hash (all the listed sites do). Should you elect to use a hash calculator that you install

as a local application, know that there is no need to purchase software for this purpose as there

are many freeware options out there.

Below right is the interface for the online hash calculator found at https://hash.urih.com. Note that

all that’s required is to ensure that

MDS5 has been selected as the hash
function, then click Choose File,
navigate to and select the file you
wish to hash, then click Compute and
the 32-digit MD5 hash value of the
file you selected should appear.

The online MD5  checksum
calculators are the easiest method to
use in this Exercise and support both
Mac and Windows systems;
nonetheless, if you’re a Mac user and
prefer to calculate MD5 hash values
offline, you can follow these steps:
1. Open Terminal.

. Type md5 and hit the SPACE button.

MD5 v

Hash function:

=

Text:

Upload file: ‘ Choose File ‘NO file chosen

“ Compute ‘

2
3. Drag the file you have downloaded into the Terminal Window. ...
4. Hit ENTER. You will see the MD5 Checksum

Step 5: Computing Hash Values Hash the named files and record the MD5 hash values for each in

the table below.

FILE NAME MD5 HASH VALUE (first eight characters will suffice here)

JJJS_DRAFT1.xlsx

JJJS_DRAFT2.xIsx

JJJS_FINAL.xlsx

Step 6: Based on their hash values, are any of the three files truly identical in terms of their content?

(which ones, if any?):
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Step 7: Create an Evidence File
Using the word processing application of your choice, please create a document that identifies by
title one of your favorite books or films, followed by one sentence saying why you like it. What you
choose to write is of no consequence; you're merely creating
a unique file to serve as evidence for the exercise. Feel free

to embellish as you wish, e.g., adding a still image from the
film or of the cover of the book (as from Amazon.com) to
paste into the document; but you can stick with plain text if
you prefer. Five minutes on this part, max!

Name the document with your surname, an underscore and
then "Favorite" (i.e., YOURNAME_Favorite.docx). Save and
close the document and your word processor. This is your
original “evidence file” for purposes of this exercise.

Step 8: Gather Baseline Metadata Values for the Evidence

To begin, establish the "true" or "baseline" system metadata
for your original evidence file.

In Windows OS: Using Windows Explorer, determine the
following metadata values for your original evidence file:

Filename:

Created Date and Time:

Modified Date and Time:

File size and size on disk:

OR
In Mac OS: Use Get Info to determine the following metadata values for your original evidence file:

Filename:

Created Date and Time:

Modified Date and Time:

File size and size on disk:

Record these values above.
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Step 8: Establish Baseline Hash Values
Now, you need to establish the "baseline" hash values for your original evidence file.

Using the local or online hashing tool of your choice, determine the MD-5 hash value for your
original evidence file.

Here is the hash value for my original evidence file. Your hash value will be different.

MD5 HASH |25e8b842e0c9383d37107b9ec0758039

Record the value you get for your file here for ready reference.

MD5 HASH

Step 9: Identify Actions that Do and Don’t Alter Metadata and Hash Values

Instructions: After completing each task below, determine the metadata and hash values for the
resulting file and record them in the spaces provided (first eight characters of the hash will suffice):

a. E-mail a copy of your original evidence file to yourself as an attachment. Be sure to send the
file to yourself using an alternate e-mail address than the transmitting account.>> When
received, save the e-mailed attachment (just the attachment, not the whole message) from
your e-mail client to disk (don’t overwrite your original)?® and record its metadata and hash
values below:

Created Date and Time:

Modified Date and Time:

File size and size on disk:

MD5 HASH

25 The reason you must use an alternate address is because some e-mail systems won’t transmit an attachment
across the Internet when the sender and addressee are the same.

26 |n Windows, when you save files of the same name to the same folder, the operating system adds an incrementing
number to the name; e.g., YOURNAME_Favorite(1).doc. In Mac, the OS may add the word “copy” to the name. For
this exercise, don’t be concerned if the file name changes in this way.
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b. Copy (not Move) your original evidence file to another storage device than your computer (such
as a thumb drive, external hard drive or your online storage within Canvas). Determine the
metadata and hash values of the copy:

Created Date and Time:

Modified Date and Time:

File size and size on disk:

MD5 HASH

d. Rename your original evidence file using the file system,?” but make no other change to the file.
Rename it to something like “YOURNAME_Favorite_2.docx.” Determine the metadata and hash

values of the renamed document:

Created Date and Time:

Modified Date and Time:

File size and size on disk:

MD5 HASH

e. Edit your original evidence file using the application you used to create it and add a single space
somewhere in the document. Save the modified file by a different name (e.g,
YOURNAME_Favorite_3.docx). Determine the metadata and hash values of the edited

document:

Created Date and Time:

Modified Date and Time:

File size and size on disk:

MD5 HASH

27 To rename a file using the file system, DO NOT open the file in the application you used to create it. Doing so will
likely alter the hash value. Instead, in Windows OS, right click on the file and select “rename.” In MacOS, change the
file’s name in the “Name and Extension” field of the Get Info screen.
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What does this exercise seek to demonstrate? (read but no need to respond)

1.

It supplies hands on experience in using a hash algorithm to digitally fingerprint files for
reliable comparison, identification and deduplication. Imagine being tasked to compare two
printed 100-page documents to determine if they are identical in every respect. You’d need
to compare them word-for word and line-by-line (or use a tool that makes the comparison).
Note how use of hashing permits ready comparison of just 32-character values no matter
the length or complexity of the source document.

It underscores the essential difference between system metadata and application
metadata. Applications embed application metadata inside the file, so application
metadata are part of the calculation when the file is hashed. Accordingly, a change in
application metadata alters the hash value of the file, impacting the ability to deNIST and
deduplicate the file. By contrast, system metadata values are stored outside the file and so
are not hashed along with the file. Accordingly, system metadata can be changed without
altering the hash value of the file. If you can change the name of a file without changing
the file’s hash value, what does that signify with respect to the location of a file’s name
record? What might it facilitate in terms of Bates numbering native production formats?

The interplay between system and application metadata confuses many students, a
circumstance exacerbated by the tendency of software to display a mix of application and
system metadata values on a file’s properties screen. Some properties MUST move with
the file to be of use (e.g., Last Printed Dates in Word documents). Others must not move
with the file because they would be misleading in other environments (e.g., a physical
storage address on disk).

Metadata is dynamic and may be lost or changed inadvertently when files are copied or

transmitted. How we handle files in e-discovery (our “chain of custody”) impacts our ability
to authenticate those files as evidence and may prompt charges of spoliation.
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. # Exercise 3: Metadata: System and Application Metadata

GOALS: The goals of this exercise are for the student to:

1. Distinguish between system metadata and application metadata; and

2. Explore the range and volume of metadata in and for everyday ESI.
OUTLINE: Students will examine various file types to distinguish between metadata stored within
files (application metadata) and metadata stored outside the file (system metadata).

Background

Computers may track dozens or hundreds of metadata values for each file, but the quantity and
integrity of metadata values retained for any file hinge on factors peculiar to the file’s type and
history. Moreover, though metadata may be stored both within and without a file, every active file
will have some complement of system metadata that’s not contained within the file. Certain image
file formats contain metadata tags called EXIF data (for Exchangeable Image File Format) that hold
a wealth of data.

Step 1: Download the Zip file at www.craigball.com/filetypes.zip and extract its contents to a folder

on your desktop or any other convenient location on your computer.?® The extracted contents will
comprise eleven folders (named BMP, DOC, DOCX, DWG, GIF, JPG, PDF, TXT, WAV, XLSX and XLS),
each containing samples of file types commonly processed in e-discovery. Open the folder called
JPG. You should see 12 files. Find the file called MardiGras.jpg and open it.

Step 2: View File Properties
On a Windows PC: Right click on the file and select “Properties.” Open the “Details” tab.

On a Mac: In Preview, go to the “Tools” menu and select “Show Inspector.” A box will open
displaying the file’s General Info properties. Note the four tabs at the top of this box. Click on the

{a;:n
/

More Info tab (an “i” in a black circle), and note that four different tabs appear called General, Exif,

IPTC and TIFF. Click on each of the four to see the range of data available.

Online Tool: If you prefer to use an online tool, Steps 2 and 3 of this exercise can be completed
using the metadata features of, e.g., http://fotoforensics.com or https://www.metadata2go.com

28 I’'m assuming all students have previously extracted and saved the contents of a Zip-compressed container. If you
haven’t, no worries. All Mac and Windows operating systems have the capability to view and extract the contents of
Zip files or you may prefer to download and install a free Zip utility like 7-Zip for Windows at https://www.7-zip.org or
the Unarchiver for Mac at https://theunarchiver.com/
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Step 3: Collect Metadata
Determine the following for the photo called MardiGras.jpg:

1. Camera maker:

2. Camera model:

3. Date taken:

4. Flash mode:

5. Has the image been PhotoShopped?

Step 4: Different Roles, Different Metadata

Locate the file “TwitterArticle.doc” in the DOC folder. In Windows, right click on it and select
“Properties.” In Mac, use Get Info.

Determine the following for the document named “TwitterArticle.doc” using the metadata
displayed in the Properties box (Windows) or the Get Info box (Mac): NOTE: Some of the following
metadata may not be accessible using a Mac OS.

1. Author:

2. Company:

3. Date Created:

4. Last Printed:

5. Title:

6. Total editing time:

7. Which, if any, of these values are system metadata?

8. Can you alter any of the metadata values from the Properties/Get Info window?
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‘e # Exercise 4: Metadata: Geolocation in EXIF

GOALS: The goals of this exercise are for the student to:

1. Grasp the fundamentals of global positioning
2. Explore the range and volume of metadata in and for everyday ESI; and
3. Identify and use geolocation information in EXIF data to track stolen funds.

OUTLINE: Students will examine various image files to extract embedded EXIF metadata and assess
its value as evidence, then use that information and online research to follow the ill-gotten gains.

Background
Some cameras and all mobile phones sold in the United States are GPS-enabled. For phones, the
latter capability is legally mandated to support 911 emergency services. In fact, modern cell phones
facilitate geolocation in at least?® three distinct ways, by:

1. Communicating with cell towers

2. Using internal GPS capabilities; and

3. Interacting with WiFi hotspots.

Consider how many issues in civil and criminal litigation might be resolved by the availability of
detailed and reliable geolocation evidence? But right now, how reliable is such data?

Global Positioning System (GPS)

Few who use GPS have more than a vague idea that GPS-enabled devices establish their location
by talking to a network of satellites. In fact, your phone doesn’t talk but listens for signals from a
minimum of four orbiting transmitters and atomic clocks, part of a constellation of about 31 U.S.
GPS satellites covering the Earth twice a day. Each satellite continuously sends a digital signal
communicating the precise time the signal was dispatched and GPS receivers pinpoint their location
by computing the time difference between when the signal was sent and when it was received.
Because the signal’s speed is constant (the speed of light) and the position of each satellite is
known, the time difference can be converted to distance and, in turn, the GPS receiver plots the
distance from these four known points to their single point of terrestrial convergence, reflecting
the receiver’s location and elevation. Phones use Assisted GPS (A-GPS) to speed getting a fix on
location. Rather than wait to receive an almanac of satellite positions from on high—a process that

2% Phones also possess Bluetooth capabilities (e.g., Apple’s iBeacon), though the relatively short range of the common
Class 2 Bluetooth radio limits its capacity for geolocation.
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can take minutes—Assisted GPS gives phones a headstart by speedily downloading that almanac
information via Wi-Fi or cellular data.

Geographic Coordinate System: Latitude and Longitude

Global Positioning will tell you where you are, but to be truly useful, geolocation data must translate
to a Geographic Coordinate System that ties where you are in relation to where everything else is,
too. GPS systems employ the World Geodetic System (WGS) and its latest reference coordinate
iteration, called WGS 84.

Latitude Longitude

(North/South) (West/East)
The WGS sections the planet vertically 90°N
into meridians of longitude, drawn from 45
pole-to-pole and divides the eastern and
western hemispheres at the Prime
Meridian at the Royal Observatory in e EquBLor \l
Greenwich, England. Each hemisphere
contains 180°. The globe further divides 4°°
into horizontal parallels of latitude, 90°S
concentric circles starting at the Equator Latitude varies from 0° Longitude varies
and proceeding 90" north and south to & S FAECEEN 1 2 ErsenuchitaiI85°
the poles. Latitude is the angular poles East and West

difference between a line drawn from the center of the earth to the point sought to be expressed
equator and a line drawn from the center of the Earth to the Equator,

measured sexagesimally (in .
REMEMBER: The divisions from pole-to-

pole are meridians of longitude; the
concentric circumferential divisions are

sixtieths) as  degrees,
minutes and seconds (or as
an equivalent value of .
. parallels of latitude. It helps to note that
degrees and decimal ) R
the Prime Meridian is a north-south
demarcation and that parallel lines
never touch, so parallels of latitude are

belts around the Earth like the zero-

minutes). Together, the
parallels of latitude and meridians of longitude form

a cage like grid called a graticule.

degree meridian called” the Equator.”

The Mission:

g You’ve been hired to recover assets stolen in a massive Ponzi
scheme. The culprit is a globetrotting gastronome named
TT‘ Bernie who’s stashed stolen cash and ill-gotten diamonds all
over the world. Each time Bernie opened a new account or
safety deposit box, he stopped nearby for a celebratory meal
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or drink and texted an iPhone snapshot to his wife in Palm Beach. Your client obtained copies of
eleven of these cellphone photos through discovery, all in their native .jpg format. Your first task is
to figure out where in the world the cash might be and when Bernie visited.

Step 1: EXIF Geolocation Data
Download the Zip file at www.craigball.com/exif.zip and extract its contents to a folder on your

desktop or any other convenient location. Locate ten numbered files called yum1.jpg through
yum10.jpg and two others named key.jpg and huh.jpg.

Find the file called yum1.jpg and explore its properties:
In Windows: Right click on the file, select Properties>Details. Note the Date Taken (under “Origin”).

This is the date and time the photo was taken (perhaps adjusted to your machine’s local time zone
and DST setting). Also, note the GPS coordinates for Latitude, Longitude and Altitude.

In MacOS: Open the file in Preview, go to the “Tools” menu and select “Show Inspector.” A box will
open displaying the file’s General Info properties. Note the four tabs at the top of this box. Click
on the More Info tab (an “i” in a black circle), then click on the GPS tab. Note the Date Stamp and
Time Stamp. These are the date and time the photo was taken. Also, note the GPS coordinates for
Altitude, Latitude and Longitude. Your Mac may even display a handy world map!

Step 2: Record the GPS coordinates and Date Taken

For the file yuml.jpg, locate the GPS Latitude and Longitude values embedded within the
photograph’s complement of EXIF data and the date the photo was taken.

You should see the following:

In Windows: Latitude: 33; 35; 47.9999999 Longitude: 7; 40; 25.2000000 Date : 7/2/2011 4:24PM
In MacOS: Latitude: 33° 35" 49.2 N Longitude: 7° 40’ 26.4 W Date : 7/2/2011 8:24PM

The Windows time may vary.

Step 3: Where’s Waldo, | mean Bernie?

Now let’s determine exactly where this photo was taken. In Google, carefully enter the latitude
and longitude values embedded within the photo as described below:

If the values you found were formatted as: Latitude AA; BB; CC.CCCCCC and Longitude XX; YY;
77.77777, enter them in the Google search box in the following format:

AA BB’ CC.CCCCCC, -XX YY’ 72.27777 (note that minus sign!)
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So, for yum1.jpg: the Google search is: 33 35' 47.9999999, -7 40' 25.200000 (Windows) or, using
the Mac data: 33°35’49.2 N, 7° 40’ 26.4 W. Either way, all roads lead to Rome. | mean, Casablanca.

That’s right, if the map you retrieved points to a gin joint on Boulevard de la Corniche in Casablanca,
this looks like the beginning of a beautiful friendship. If not, check your formatting and try again.

Be sure you include the apostrophe after the second longitude and latitude values, the comma
separating the values and (for the Windows values only) the minus sign preceding the longitude
value. By way of example, the coordinates for The University of Texas School of Law in a photo
might appear as Latitude 30° 17' 18.696" N, Longitude 97° 43' 49.846" W. In Google, they must be
entered as: 30 17' 18.696, -97 43' 49.846.

Step 4: A Quicker Way

Since we must get through many of these, let’s find a quicker way. If you’re using a Mac, look for
the “Locate” button at the bottom of the GPS menu where you found the coordinates. Clicking on
this button for each will launch a map in your browser (if you have an Internet connection).

Windows users may be able to double click each photo and launch the image in the Windows photo
viewer by default. If so, look for the three dots in the upper right corner of the app and click them,
then select “File info” from the drop-down menu. The date, location and other information about
the photo should appear in the File info panel on the left side of the screen. If that doesn’t work,
you can find many online EXIF viewers by searching for same on Google, or you can use Jeffrey’s
EXIF Viewer at http://exif.regex.info or FotoForensics at http://fotoforensics.com/ In

FotoForensics, upload each file by clicking | @ rowororensic x [ . - N
Choose File, select each photo listed in the > C O A Notsecure | fotoforensicscom & ¥ % @

following table from the location where you | " o' B @b ox oz Noney 1 Oterbooinene | [ feadno i
stored the photos on your machine, then
select Upload File. Once you see the
uploaded file, select “Metadata” from the

Analysis menu.

Submit a picture for Forensic Analysis

Analysis: The page that appears will |EEEEESVE

supply extensive EXIF data. o

. ) Upload File: J No file chosen
Scrolling down, you’ll see a

Hidden Pixels

JPEG % map image showing the
Strings approximate GPS location. Determine where and when Bernie took the pictures,

Source

then add that information to the following table for each.
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Photo Location Taken Date taken

Yuml.jpg Casablanca, Morocco July 2, 2011
yum2.jpg*
yum3.jpg
yum4.jpg
yum5.jpg
yumeé.jpg
yum?7.jpg
yum8.jpg
yum$9.jpg
yum10.jpg
Key.jpg

*Note: Yum2.jpg can be a bit tricky if you are manually searching the coordinates. Be sure to
put a minus sign in front of the latitude for this one, but don’t use a minus sign in front of the
longitude, i.e. -35.745047, 150.213486. That is, be sure you are using south latitudes.

Step 5: Follow the Money, Part 1

Sizable sums went abroad late in July or early in August during both 2015 and 2018. You’ve learned
that Bernie boasted of splitting the ill-gotten gains: putting half into foreign banks and half in a
safety deposit box in the form of loose diamonds purchased in the Netherlands. Key.jpg shows
Bernie holding a safety deposit box key outside a branch of Deutsche Bank. Using the EXIF data
from the photos and online mapping resources, locate the most likely branch of Deutsche Bank to
hold the cash and diamonds that went abroad late in July or early in August 2015 and 2018

City Deutsche Bank Branch Street Address

Step 6: Follow the Money, Part 2

You suspect that Bernie carried funds and diamonds to three other branches of Deutsche Bank, once
during late July 2016, a second time when he visited a fancy German spa town in August of 2018
and finally shortly after Christmas in 2019. Identify the cities and the three branches of Deutsche
Bank he most likely visited in each instance. To answer this question, you must apply the date and
geolocation data information gleaned from the photos to identify the correct cities then apply online
resources to identify the (then) nearest Deutsche Bank outpost for each location.

92



Date City

Deutsche Bank Branch Address

July 2016

August 2018

December 2019

Step 7: How Trustworthy is EXIF data?

Let’s do one more.

From the location where you stored the
photos, open the one called huh.jpg. Ah, the
Eiffel Tower; the Bateau-Mouche; one can
almost hear Edith Piaf singing, non? Can this
be anywhere but the City of Lights and Love?
Check the GPS data and map it.

According to its EXIF geolocation data, where
and when was this photo taken? How?
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Introduction to Digital Forensics

Digital Forensics melds the fast-changing complexity and variety of
digital devices and data with human behavior and motivation. The
computer forensic examiner finds the human drama manifested as
digital needles in staggeringly large data haystacks or in just a byte or
two denoting actions like reading, deleting, tagging or altering a file or
record. It’s exacting work, and competence in the discipline demands
examiners move at the breakneck pace of technology with the plodding

VITAL VOCABULARY
Encoded Data
Unallocated Clusters
Slack Space
Formatting
Partitioning

precision of law. Forensic Examiner
Examination Protocol
What is Computer Forensics?

A computer’s operating system or OS (e.g., Windows, Mac or Linux) and
its installed software or applications generate and store more
information than users know. Only some of this unseen information is
active data accessible to users, though sometimes requiring skilled
interpretation to be of value in illuminating human behavior. Examples include the data about data
or metadata tracked by the operating system and applications. For example, Windows Explorer
supports the display of geolocation data embedded within photos, but few users customize their

folder views to see it.

Windows Registry
File Carving
Binary Signature

Other active data reside in obscure locations or as encoded formats neither readily accessible nor
comprehensible to end users but enlightening when interpreted and correlated by forensic experts.
Log files, system files and information recorded in non-text formats are examples of encoded data
that may reveal information about user behavior. To illustrate, in a data theft investigation, crucial
evidence may reside within the Windows system Registry as time-stamped entries logging when
USB storage devices were connected.

Finally, there are vast regions of hard drives and thumb drives that hold forensic artifacts in regions
and formats operating systems don’t access. These digital boneyards, called unallocated clusters
and slack space, contain much of what a user, application or OS discards over the life of a machine.
Accessing and making sense of this disjointed detritus demands specialized tools, techniques and
skills.

Computer forensics is the expert acquisition, interpretation and presentation of the data within
these three categories (Active, Encoded and Forensic data), along with its juxtaposition against
other available information (e.g., credit card transactions, keycard access data, phone records,
surveillance video, fitness monitoring, social networking, voice mail, e-mail, documents and text
messaging).
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In litigation, computer forensics isn’t limited to personal computers and servers, but may extend to
all manner of devices harboring electronically stored information. Certainly, phones, tablets,
external hard drives, thumb drives and memory cards are routinely examined, and increasingly,
relevant information resides on loT devices, Cloud repositories and even automobile navigation
systems and air bag deployment modules. The scope of computer forensics—like the scope of a
crime scene investigation—expands to mirror the available evidence and issues before the court.

How Does Computer Forensics Differ from Electronic Discovery?

Electronic discovery addresses the ESI accessible to litigants; computer forensics addresses the ESI
accessible to forensic experts. However, the lines blur because e-discovery often requires litigants
to grapple with forms of ES| deemed not reasonably accessible due to burden or cost, and computer
forensic analysis often turns on information readily accessible to litigants, such as file modification
dates.

The principal differentiators are expertise (computer forensics requires a unique skill set), issues
(most cases can be resolved without resorting to computer forensics, though some will hinge on
matters that can only be resolved by forensic analysis) and proportionality (computer forensics
injects contentious issues of expense, delay and intrusion). Additionally, electronic discovery tends
to address evidence as discrete information items (documents, messages, databases), while
computer forensics takes a more systemic or holistic view of ESI, studying information items as they
relate to one another and in terms of what they reveal about what a user did or tried to do. Lastly,
electronic discovery deals almost exclusively with existing ESI; computer forensics frequently
focuses on what’s gone, how and why it’s gone and how it might be restored.

When to Turn to Computer Forensics

Most cases require no forensic-level computer examination, so parties and courts should closely
probe whether a request for access to an opponent’s machines is grounded on a genuine need or
is simply a fishing expedition. When the question is close, courts can balance need and burden by
using a neutral examiner and a protective protocol, as well as by assessing the cost of the
examination against the party seeking same until the evidence supports reallocation of that cost.

Certain disputes demand forensic analysis of relevant systems and media, and in these cases, the
parties and/or the court should act swiftly to support appropriate efforts to preserve relevant
evidence. For example, claims of data theft may emerge when a key employee leaves to join or
become a competitor, prompting a need to forensically examine the departing employee’s current
and former business machines, portable storage devices and home machines. Such examinations
inquire into the fact and method of data theft and the extent to which the stolen data has been
used, shared or disseminated.
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Cases involving credible allegations of destruction, alteration or forgery of ESI also justify forensic
analysis, as do matters alleging system intrusion or misuse, such as instances of employment
discrimination or sexual harassment involving the use of electronic communications. Electronic
devices figure prominently in most crimes and domestic relations matters, too. It’s the rare fraud
or dalliance that doesn’t leave behind a trail of electronic breadcrumbs in e-mail, messaging, online
financial histories and mobile devices.

What Can Computer Forensics Do?
Though the extent and reliability of information gleaned from a forensic examination varies, here
are some examples of the information an analysis may uncover:
1. Manner and extent of a user’s theft of proprietary data
Timing and extent of file deletion or antiforensic (e.g., data wiping) activity
Whether and when a thumb drive or external hard drive was connected to a machine
Forgery or alteration of documents
Recoverable deleted ESI, file structures and associated metadata
Internet usage, online activity, Cloud storage access and e-commerce transactions
Breach, intrusion and unauthorized access to servers and networks
Social networking
Clock and calendar tampering
10. Photo manipulation; and
11. Minute-by-minute system usage.

O NOU A WN

What Can’t Computer Forensics Do?
Notwithstanding urban legend and dramatic license, there are limits on what a computer forensic
examination can accomplish. To illustrate, an examiner generally cannot:
1. Recover information that has been completely overwritten—even once—by new data
2. Conclusively identify the hands on the keyboard if one person logs in as another
3. Conduct a thorough forensic examination without access to the evidence media or a
forensically sound image of same
4. Recover data from a drive that has suffered severe physical damage
Guarantee that a drive won’t fail during the acquisition process; or
6. Sit down at a suspect’s computer, at a crime scene and in seconds, hack in and find the

v

smoking gun.

NTFS

By way of review, the NTFS file system underlies Windows NT, 2000, XP, Vista and Windows 7-11.
NTFS uses a powerful and complex database called the Master File Table or MFT to manage file
storage. One unique aspect of NTFS is that, if a file is small enough in size (less than about 1,500
bytes), NTFS stores the file in the MFT to increase performance. Rather than moving the read/write
heads to the beginning of the disk to read the MFT entry, and then elsewhere to read the actual
file, the heads simply read both at the same time. This can account for a considerable increase in
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speed when reading lots of small files.3® It also means that
forensic examiners need to carefully analyze the contents of the
Master File Table for revealing information. Lists of account
numbers, passwords, e-mails and smoking gun memos tend to
be small files.

To illustrate this critical difference, if NTFS were an old card
catalog at the library, it would have all books small enough to fit
tucked right into the card drawer.

Formatting and Partitioning

There is a fair amount of confusion concerning formatting and partitioning of hard drives. Some of
this confusion grows out of the way certain things were done in “the old days” of computing, i.e.,
thirty years ago. Take something called “low level formatting.” Once upon a time, a computer user
adding a new hard drive had to low-level format, partition, and then high-level format the drive.
Low level formatting was the initial “carving out” of the tracks and sectors on a pristine drive. Back
when hard drives were small, their data density modest and their platter geometries simple, low-
level formatting by a user was possible. Today, low level formatting is done at the factory and no
user ever low-level formats a modern drive. You couldn’t do it if you tried; yet, you still hear veteran
PC users talk about it.

Your new hard drive comes with its low-level formatting set in stone. You need only be concerned
about the disk’s partitioning into volumes, which users customarily see as drive letters (e.g., C:, E:,
F: and so on) and its high level formatting, which defines the logical structures on the partition and
the location of any necessary operating system files. For most users, their computer comes with
their hard drive partitioned as a single volume (universally called C:) and already high level
formatted. Some users will find (or will cause) their hard drive to be partitioned into multiple
volumes, each appearing to the user as if it were an independent disk drive.

Cluster Size and Slack Space
By way of further review, a computer’s hard drive records data in bits, bytes and sectors, all physical
units of storage.

A common paper filing system uses labeled manila folders assembled into a master file for a case,
client or matter. A computer’s file system stores information on the hard drive in batches of sectors
called clusters. Clusters are the computer’s manila folders and, like their real-world counterparts,

30| like to think of this as the difference between moving atoms versus electrons. Electric currents propagate through
electrons at about 90% the speed of light or 270,000 km/s. Matter—“stuff” —is made up of atoms, and moving stuff
takes time. Compared to the near lightspeed of electrical signals in a circuit, the movement of physical objects like
the platters or read-write heads of a hard drive is glacially slow. If you consider that the outside edge of a hard
drive’s platter travels at about one mile per second (faster than the eye can see), you can begin to appreciate the
glacial difference by noting that electrical signals travel 600 million times faster.
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collectively form files. These files are the same ones that you create when you type a document or
build a spreadsheet.

Cluster size is set by the file system when it is installed on the hard drive and ranges from 1 sector
to 128 sectors (64KB). Until the advent of multi-terabyte hard drives, Windows clusters have long
been eight sectors in size (8 x 512 bytes = 4,096 bytes aka 4 kB). Remember that a cluster (also
called an allocation unit or block) is the smallest unit of data storage in a file system. You might be
wondering, “what about bits, bytes and sectors, aren’t they smaller?” Certainly, but in setting
cluster size, the file system strikes a balance between storage efficiency and operating efficiency.
Again, the smaller the cluster, the more efficient the use of hard drive space; the larger the cluster,
the easier it is to catalog and retrieve data.

Suppose you used 500-page notebooks to store documents. If you have just 10 pages to store, you
must dedicate an entire notebook to the task. Once in use, you can add another 490 pages, until
the notebook won’t hold another sheet. For the 501st page and beyond, you must use a second
notebook. The difference between the maximum capacity of the notebook and its contents is its
“slack” space. Smaller capacity notebooks would mean less slack, but you’d have to keep track of
many more notebooks.

In the physical realm, where the slack in the notebook holds empty air, slack space is merely
inefficient. But on an electromagnetic hard drive,3! where magnetic data isn’t erased until it’s
overwritten by new data, the slack space is far from empty. When Windows stores a file, it fills as
many clusters as needed. Because a cluster is the smallest unit of storage, the amount of space a
file occupies on a disk is "rounded up" to an integer multiple of the cluster size. If the file being
stored requires a single byte more than the clusters allocated to it can hold, another cluster will be
allocated, and the single byte will occupy an entire cluster on the disc. The file can then grow
without requiring further space allocation until it reaches the maximum size of the final cluster, at
which point the file system will allocate another full cluster for its use. For example, if a file system
employs 4-kilobyte clusters, a file that is 96 kilobytes in size will fit perfectly into 24 clusters, but if
that file were 97 kilobytes, then it would occupy 25 clusters, with 3 kilobytes idle. Exceptin the rare
instance of a perfect fit, a portion of the final storage cluster will always be left unfilled with new
data. This “wasted” space between the end of the file and the end of the last cluster is slack space
(also variously called “file slack” or “drive slack”) and it can significantly impact available storage
(See figure below).

end of file |end of cluster
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31 The explanation supplied here applies only to conventional electromagnetic or “spinning” hard drives. Solid state
drives employ a radically different storage mechanism that tends not to retain deleted data in unallocated clusters
due to data maintenance routines termed “wear leveling” and TRIM.
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When Windows deletes a file, it simply earmarks clusters as available for re-use. When deleted
clusters are recycled, they retain their contents until and unless the entire cluster is overwritten by
new data. If later written data occupies less space than the deleted data, some of the deleted data
remains, as illustrated in the previous figure. It’s as if in our notebook analogy, when you reused
notebooks, you could only remove an old page when you replaced it with a new one.

Though it might seem that slack space should be insignificant—after all, it’s just the leftover space
at the end of a file—the reality is that slack space adds up. If file sizes were truly random then, on
average, one half of a cluster would be slack space for every file stored. But most files are pretty
small--if you don’t believe it, look at your web browser’s temporary Internet storage space. The
greater the instance of small files, the greater the volume of slack space on your drive. It wasn’t
unusual for 10-25% of a drive to be lost to slack. Over time, as a computer is used and files deleted,
clusters containing deleted data are re-used and file slack increasingly includes fragments of deleted
files.

A simple experiment you can do to better understand clusters and slack space is to open Windows
Notepad (usually in the Programs>Accessories directory). Type the word “hello” and save the file
to your desktop as “hello.txt.” Now, find the file you’ve just created, right click on it and select
“properties.” Your file should have a size of just 5 bytes (for the five letters in hello”), but the size it
occupies on disk will be much larger, ranging from as little as 4,096 bytes to as much as 32,768
bytes.3? Now, open the file and change “hello” to “hello there,” then save the file. Now, when you
look at the file’s properties, it has more than doubled in size to 11 bytes (the space between the
words requires a byte too), but the storage space occupied on disk is unchanged because you
haven’t gone beyond the size of a single cluster

Forensic Implications of Slack Space

In “Jurassic Park,” scientists cloned genetic material harvested from petrified mosquitoes to bring
back the dinosaurs. Like insects in amber, computers trap deleted data and computer forensics
resurrects it. Though a computer rich with data trapped in file slack can yield a mother lode of
revealing information, mining this digital gold entails tedious digging, specialized tools and lots of
good fortune and patience.

Operating systems are blind to all information in slack space. Searching is accomplished using a
forensically-sound copy of the drive and specialized examination software. File slack is, by its very
nature, fragmented, and the information identifying file type of slack contents is the first data
overwritten.

The search for plain text information is typically the most fruitful avenue in file slack examination.
Experienced computer forensic examiners are skilled in formulating search strategies likely to turn

32 If you see that the size on disk is zero, then Windows is correctly reporting that the small file is being stored within
the Master File Table. You may not see Windows move the data out of the MFT until you reach about 550 characters
in the file.
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up revealing data, but the process is greatly aided if the examiner has a sense of what he or she is
seeking before the search begins. Are there names, key words or parts of words likely to be found
within a smoking gun document? If the issue is trade secrets, are there search terms uniquely
associated with the proprietary data? If the focus is child pornography, is there image data or Web
site address information uniquely associated with prohibited content?

Because most lawyers and litigants are unaware of its existence, file slack and its potential for
disgorging revealing information is usually overlooked by those seeking and responding to
discovery. In fairness, a request for production demanding “the contents of your computer’s slack
space” is absurd. In practice, the hard drive must be examined by a computer forensics expert
employed by one of the parties, a neutral expert agreed upon by all parties or a special master
selected by the court.

Bear in mind that while the computer is running, computer data is constantly being overwritten by
new data, creating a potential for spoliation when forensic artifacts are recognized as important to
the case. The most prudent course is to secure, either by agreement or court order, forensically
sound duplicates (i.e., forensic images) of potentially relevant hard drives. Such specially created
copies preserve both the live data and the information trapped in the slack space and other locales.
Most importantly, they preserve the status-quo and afford litigants the ability to address issues of
discoverability, confidentiality and privilege without fear that delay will result in destruction of data.
There’s more on this topic (and a forensic imaging exercise) to follow.

Balancing Need, Privilege and Privacy

A computer forensic examiner sees it all. The Internet has so eroded barriers between business and
personal communications that workplace computers are routinely peppered with personal,
privileged and confidential communications, even intimate and sexual content, and personal
devices routinely hold business data. Further, a hard drive is more like one’s office than a file drawer.
It may hold data about the full range of a user’s daily activity, including private or confidential
information and teem with trade secrets, customer data, email flirtations, salary schedules, Internet
searches for pornography and escort services, bank account numbers, online shopping, medical
records and passwords.

So how does the justice system afford access to discoverable information without inviting abuse or
exploitation of the rest? With so much at stake, parties and the courts must approach forensic
examination cautiously. Access should hinge on demonstrated need and a showing of relevance,
balanced against burden, cost or harm. Direct access to storage media should be afforded an
opponent only when, e.g., it’s been demonstrated that an opponent is untrustworthy, incapable of
preserving and producing responsive information or that the party seeking access has some
proprietary right with respect to the drive or its contents. Showing that a party lost or destroyed ESI
is a common basis for access, as are situations like sexual harassment or data theft where the
computer was instrumental to the alleged misconduct.
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In Texas, for example, the process attendant to seeking forensic examination is described by the
Texas Supreme Court in In re: Weekley Homes, L.P., 295 S.W.3d 309 (Tex. 2009), a dispute concerning
a litigant's right to directly access an opponent's storage media. The plaintiff wanted to run 21
search terms against the hard drives of four of defendant's employees to find deleted e-mails. The
standards that emerged serve as a sensible guide to those seeking to compel an opponent to
recover and produce deleted email, to wit:

1. Parties seeking production of deleted emails should specifically request them and specify a
form of production

2. Responding parties must produce reasonably available information in the format sought. They
must object if the information is not reasonably available or if they oppose the requested format

3. Parties should try to resolve disputes without court intervention; but if they can't work it out,
either side may seek a hearing at which the responding party bears the burden to prove that the
information sought is not reasonably available because of undue burden or cost

4. If the trial court determines the requested information is not reasonably available, the court
may still order production if the requesting party demonstrates that it's feasible to recover
deleted, relevant materials and the benefits of production outweigh the burden, i.e., the
responding party's production is inadequate absent recovery

5. Direct access to another party's storage devices is discouraged; but if ordered, only a qualified
expert should be afforded such access, subject to a reasonable search and production protocol
protecting sensitive information and minimizing undue intrusion; and

6. The requesting party pays the reasonable expenses of any extraordinary steps required to
retrieve and produce the information.

In Weekley Homes, the Supreme Court further articulated a new duty:
Early in the litigation, parties must share relevant information concerning electronic systems and
storage methodologies to foster agreements regarding protocols and equip courts with the
information needed to craft suitable discovery orders.

That's a familiar—though poorly realized—obligation in federal practice, but one largely absent
from state court practice nationwide.

Weekley Homes shed light on how to access data on an adversary’s drives, but offered scant
guidance about what's needed to demonstrate whether it’s feasible to recover deleted e-mail or
what serves as a proper protocol to protect privilege and privacy. A thoughtful protocol balances
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what lawyers want against what forensic experts can deliver and what deserves protection from
disclosure.

The parties may agree that one side’s computer forensics expert will operate under a protocol
barring disclosure of privileged and confidential information. Increasingly, federal courts appoint
neutral forensic examiners to serve as Rule 53 Special Masters for the purpose of performing the
forensic examination in camera. To address privilege concerns, the information developed by the
neutral may first be tendered to counsel for the party proffering the devices, who then generates a
privilege log and produces non-privileged, responsive data.

Whether an expert or court-appointed neutral conducts the examination, the order granting
forensic examination of ESI should provide for the handling of confidential and privileged data and
narrow the scope of examination by targeting specific objectives. The examiner needs clear
direction in terms of relevant keywords and documents, as well as pertinent events, topics, persons
and time intervals. A common mistake is for parties to agree upon a search protocol or secure an
agreed order without first consulting an expert to determine feasibility, complexity or cost.
Generally, use of a qualified neutral examiner is more cost-effective and ensures that the court-
ordered search protocol is respected.

Who Performs Computer Forensics?

Historically, experienced examiners tended to emerge from the ranks of law enforcement, but this
is changing as computer forensics training courses and college degree plans have emerged. Though
the ranks of those offering computer forensics services are growing, there is spotty assessment or
regulation of the profession. Only a handful of respected certifications exist to test the training,
experience and integrity of forensic examiners. Some states require computer forensic examiners
to obtain private investigator licenses, but don’t demand that applicants possess or demonstrate
expertise in computer forensics.

Computer experts without formal forensic training or experience may also offer their services as
experts; but just as few doctors are qualified as coroners, few computer experts are qualified to
undertake a competent digital forensics analysis. Programming skill has little practical correlation
to skill in computer forensics.

Drafting Digital Examination Protocols

A computer or smart phone under forensic examination is like a vast metropolis of neighborhoods,
streets, buildings, furnishings and stuff--loads of stuff. It’s customary for a single machine to yield
over a million discrete information items, some items holding thousands of data points. Searching
so vast a virtual metropolis requires a clear description of what’s sought and a sound plan to find it.
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In the context of electronic discovery and digital forensics, an examination protocol is an order of a
court or an agreement between parties that governs the scope and procedures attendant to testing
and inspection of a source of electronic evidence. Parties and courts use examination protocols to
guard against compromise of sensitive or privileged data and ensure that specified procedures are
employed in the acquisition, analysis, and reporting of electronically stored information.

A well-conceived examination protocol serves to protect the legitimate interests of all parties,
curtails needless delay and expense and forestalls fishing expeditions. Protocols may afford a
forensic examiner broad leeway to adapt procedures and follow the evidence, or a protocol may
tightly constrain an examiner’s discretion to defend against waiver of privilege or disclosure of
irrelevant, prejudicial material. A good protocol helps an examiner know where to start his or her
analysis, how to proceed and, crucially, when the job is done.

As a litigator for 40 years and a computer forensic examiner for more than 25 years, I've examined
countless devices and sources for courts and litigants. In that time, I've never encountered a
forensic examination protocol of universal application. “Standard” procedures change over time,
adapted to new forms of digital evidence and new hurdles--like full-disk encryption, solid-state
storage and explosive growth in storage capacities and data richness. Without a protocol, a
forensics examiner could spend months seeking to meet an equivocal examination mandate. The
flip side is that poor protocols condemn examiners to undertake pointless tasks and overlook key
evidence.

Drafting a sensible forensic examination protocol demands a working knowledge of the tools and
techniques of forensic analysis so counsel doesn’t try to misapply e-discovery methodologies to
forensic tasks. Forensic examiners deal in artifacts, patterns and configurations. The data we see is
structured and encoded much differently than what a computer user sees. The significance and
reliability of an artifact depends on its context. Dates and times must be validated against machine
settings, operating system functions, time zones and corroborating events.

Much in digital forensics entails more than meets the eye; consequently, simply running searches
for words and phrases “e-discovery-style” is far less availing than it might be in a collection of
documents.

If you can conceive of taking the deposition of a computer or smart phone, crafting a forensic
examination protocol is like writing out the deposition questions in advance. Like a deposition,
there are basic inquiries that can be scripted but no definitive template for follow-up questions. A
good examiner--of people or computers--follows the evidence yet hews to relevant lines of inquiry
and respects boundaries. A key difference is good advocates fit the evidence to their clients’
narrative where good forensic examiners let the evidence tell its own story.
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Common Elements
Though each is unique, examination protocols share common elements. They should, inter alia:
e Identify the examiner (or the selection process) and the devices and media under scrutiny
e set the scope of the exam, temporally and topically
e Ensure integrity of the evidence
e Detail the procedures and analyses to be completed
e Set deadlines and reporting responsibilities
e Require cooperation; and,
e Allocate cost.

Good protocols typically set out the goals of the exam and articulate the rights sought to be
protected. As needed, a protocol should address the who, what, when and where of access to
devices or media and the conditions under which acquisition and examination will occur. A proper
chain of custody may be addressed, as well as who may be present when data is acquired or
processed.

Identify the Examiner

If a neutral will perform the exam, ideally the parties will agree upon a qualified person. When they
cannot, the Court may seek recommendations from other judges or the protocol can require each
side to submit proposed candidates, including their curriculum vitae and a list of other matters in
which the examiner candidates have served as court-appointed neutrals. The Court then looks at
the training, experience, professional certifications and other customary indicia of expertise in
selecting an appointee. The protocol should make clear whether the examiner is working for a party
or serving as a neutral.

Exemplar language: The parties have until [DATE] to agree upon a computer forensic
examiner (“Examiner”) who will inspect and analyze the electronic devices and media
pursuant to this Protocol. If the parties fail to agree on an Examiner, they shall submit two
names each to the Court with a summary of the proposed Examiners’ qualifications and
experience, not to exceed one page each, and each Examiner’s fee structure. The Court will
select an Examiner from among the candidates submitted. The Examiner will serve as an
officer of the court, agree to submit to the jurisdiction of this Court and be bound by the
terms of this Protocol.

Identify the Devices and Media

A forensic examination protocol should clearly define what devices and media must be tendered
for acquisition and analysis. Designations may be as specific as “Dell Inspiron laptop computer
Service Tag XYZ123” or as broad as “all computers, cell phones and electronic data storage devices
(thumb drives, external hard drives and the like) in the care custody or control of John Doe.”
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Forensic examinations routinely turn up evidence pointing to the existence of other potentially
relevant devices and storage media. This triggers mistrust and charges of concealment or spoliation.
Accordingly, the parties should discuss the potential for other devices to turn up and draft the
examination protocol to address whether such items fall within the scope of the examination.

Set the Scope of Examination

As noted, there is no more a “standard” protocol applicable to every forensic examination than
there is a “standard” set of deposition questions applicable to every matter or witness. In either
circumstance, a skilled examiner tailors the inquiry to the case, follows the evidence as it develops
and remains flexible enough to adapt to unanticipated discoveries. Consequently, it is desirable for
a court-ordered protocol to afford the examiner some discretion to adapt to the evidence and apply
their expertise.

In framing a forensic examination order, it’s helpful to set out the goals to be achieved and the risks
to be averted. To illustrate, a protocol might state: “The computer forensic examiner should, as
feasible, recover and produce from Smith’s computer, phone and storage media tendered for
examination all e-mail communications between John Smith and Jane Doe, but without revealing
Smith’s personal confidential information or the contents of privileged attorney-client
communications to any person other than Smith’s counsel.”

The court issued a clear, succinct order in Bro-Tech Corp. v. Thermax, Inc., 2008 WL 724627 (E.D.
Pa. Mar. 17, 2008). Though it assumed some existing familiarity with the evidence (e.g., referencing
certain “Purolite documents”), an examiner should have no trouble understanding what was
expected:

(1) Within three (3) days of the date of this Order, Defendants' counsel shall produce to Plaintiffs'
computer forensic expert forensically sound copies of the images of all electronic data storage
devices in Michigan and India of which Huron Consulting Group ("Huron") made copies in May and
June 2007. These forensically sound copies are to be marked "CONFIDENTIAL--DESIGNATED
COUNSEL ONLY";

(2) Review of these forensically sound copies shall be limited to:

(a) MD5 hash value searches for Purolite documents identified as such in this litigation;

(b) File name searches for the Purolite documents; and

(c) Searches for documents containing any term identified by Stephen C. Wolfe in his November 28,
2007 expert report;

(3) All documents identified in these searches by Plaintiffs' computer forensic expert will be provided
to Defendants' counsel in electronic format, who will review these documents for privilege;
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(4) Within seven (7) days of receiving these documents from Plaintiffs' computer forensic expert,
Defendants' counsel will provide all such documents which are not privileged, and a privilege log for
any withheld or redacted documents, to Plaintiffs' counsel. Plaintiffs' counsel shall not have access
to any other documents on these images;

(5) Each party shall bear its own costs;

Of course, this order keeps a tight rein on the scope of examination by restricting the effort to hash
value, filename and keyword searches. Such limitations are appropriate where the parties are
seeking a small population of well-known documents but would severely hamper a less-targeted
effort. It bears mention that the Bro-Tech protocol was barely a forensic examination as it focused
exclusively on active data, not forensic artifacts. As such, it’s a poor template for a deeper inquiry.

Set the Temporal Scope

Parties routinely seek to impose time constraints on a forensic examination in terms of what data
the examiner should search. While limiting an examiner to review of information in a relevant
interval may seem wise, it’s often infeasible to assign dates to artifacts and a strict temporal
limitation may serve to frustrate the ends of the exam. No forensics tool can limit a search of
unallocated clusters and forensic artifacts to a date range. There are few temporal guideposts for
forensic artifacts because date information is usually absent or may be unreliable. Even for active
data, there won’t always be metadata in the master file table to support a reliable time limitation.

For example, log files contain information pertaining to dates other than the dates of the log files
themselves. Excluding log files based on their file dates serves to prevent scrutiny of temporally
relevant log entries. Moreover, file metadata misleads those who don’t fully understand its
significance. A file’s creation date often bears no relation to the date the file’s contents were
authored. A file’s last modified date may relate to events outside a relevant interval although the
contents of the file are precisely what the parties seek. An examiner can limit the date range only
for items that have reliable temporal metadata, but not otherwise.

So, be wary of language like, “All searches are restricted to the time period from November 1, 2020
through January 18, 2021.” Interval limitations on search often don’t fly, and you won’t know what
you’re missing.

A preferable approach in a protocol might be to specify that the examiner should not produce
information to counsel if the examiner determines that the information falls outside of the relevant
interval specified in the protocol. The distinction is that, while an examiner may not be able to limit
a search to an interval, an examiner can often glean enough information about items found to make
a reasonable assessment of their temporal relevance.
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Exemplar Language: The parties intend that the scope of the examination be, as feasible, limited to
the Relevant Interval: [Date 1] through [Date 2]. Except as otherwise specified herein, Examiner
should make reasonable efforts to exclude from production the information that the Examiner
determines falls outside of the Relevant Interval.

Assess Evidence Integrity

Lawyers seeking forensic exams often have cause to suspect fraud or spoliation. So, it should come
as no surprise that evidence tendered for forensic examination may be swapped, fabricated,
sterilized, reformatted, reimaged or otherwise corrupted. Why then, do so many lawyers framing
examination protocols fail to explicitly require that the integrity of the evidence be assessed?

A threshold step in any forensic examination should include consideration of whether the evidence
supplied is what it purports to be and whether it appears that its contents have been wiped or
manipulated to subvert the exam.

Exemplar Language: The Examiner shall assess the integrity of the evidence by, e.g., checking
Registry keys to investigate the possibility of drive swapping or fraudulent reimaging and looking at
logs to evaluate BIOS clock manipulation. The Examiner may take other reasonable steps to
determine if the data supplied is consistent with its stated origins, including but not limited to:
a. Looking at the dates of key system folders to assess temporal consistency with the device,
operating system and events;
b. Looking for instances of applications employed to alter file metadata or erase/alter
system cache and history data; and,
c. Noting the presence and nature of any recently installed applications and/or antiforensic
“privacy” tools.
The Examiner shall promptly report any irregularities concerning the integrity of the evidence to
counsel for the parties.

Provide for Cooperation

Hardened device security has made it difficult for computer forensic examiners to bypass passwords
and encryption. Today, it’'s common that users must supply their access credentials to facilitate
examination.

Exemplar Language: The Parties shall cooperate with the Examiner insofar as promptly supplying
non-privileged information and passwords and credentials required to access and decrypt data on
the Image and accurately interpret same. No passwords or credentials obtained from the image or
furnished by the parties will be used by the Examiner to access data other than found on the Image.
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Plot the Process

The most daunting feature of a forensic examination protocol is detailing the procedures and
analyses to be completed. It’s important to lay out these steps because forensic examiners use
different tools, call things by different names and don’t all possess the same grasp of forensic
artifacts and their significance. The best way to ensure that the work gets done is to describe what’s
required in language the examiner will clearly understand and as steps the examiner has the tools
and expertise to complete.

You can’t do that by blindly borrowing language from a protocol in a different case. Instead, counsel
must bone up on common forensic artifacts or, better yet, consult a forensic examiner to lay out
what needs to be done, describing the steps in enough detail that any examiner using one of the
leading forensic tools will know what to do and where to look.

The single biggest mistake lawyers make in drafting forensic examination protocols is requiring
examiners to do things they can’t do. Forensic examiners can’t always tell what files a user copied
or what files were deleted. We can’t always tell who logged in using another’s password. Despite
what we see on television, computers don’t track everything, and they don’t simply log all events,
not even in the so-called event logs!

Forensics is a powerful tool; but, it’s not magic. Most forensic artifacts on which examiners rely
exist only by way of happy accidents.

How Windows Deletes a File

Windows can be downright obstinate in its retention of data you don’t want to hang around.
Neither emptying the Recycle Bin nor performing a quick format of a disk will obliterate all its
secrets. How is that deleting a file doesn’t, well, delete it? The answer lies in how Windows stores
and catalogs files. Remember that the Windows files system deposits files at various locations on a
disc drive and then keeps track of where it has tucked those files away in its Master File Table--the
table of contents for the massive tome of data on the drive.

The MFT keeps tabs on what parts of the hard drive contain files and what parts are available for
storing new data. When a user deletes a file, Windows doesn’t scurry around the hard drive
vacuuming up ones and zeroes. Instead, it adds an entry to the master file table noting “this file
has been deleted” and, by so doing, makes the disk space containing the deleted data (“unallocated
clusters”) available for storage of new data. But permitting a file drawer to be used for new stuff
and clearing out the old stuff are different things. The old stuff—the deleted data—stays on an
electromagnetic hard drive until new data overwrites it.

If we return to our library card catalog analogy, pulling a card from the card catalog doesn’t remove
the book from the shelf, although when consulting the card catalog, you wouldn’t know it’s there.
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Deleting a computer file only removes its “card” (the file table record). The book (the file’s content)
hangs around until the librarian needs the shelf space for new titles.

Let’s assume there is a text file called secrets.txt on
your computer and it contains the account
numbers and access codes to your Panamanian
numbered account. Sadly, the bloom has gone off
the rose that was your marriage, and you decide
that perhaps it would be best to get this
information out of the house. So, you copy it to a
thumb drive and delete the original. Now, you're
aware that though the file no longer appears in its
folder, it’s still accessible in the Recycle Bin.
Consequently, you open the Recycle Bin and
execute the “Empty Recycle Bin” command, - ¥
thinking you can now rest easy. In fact, the file is
not gone. All that’s happened is that Windows has
flipped a bit in the Master File Table to signal that
the space once occupied by the file is now available for reuse. The file and the passwords and
account numbers it holds is still on the drive and, until the physical space the data occupy is
overwritten by new data, a forensic examiner can read the contents of the old file or undelete it.
Even if the file is partially overwritten, some of its contents may be recoverable if the new file is
smaller in size than the file it replaces. This is true for your text files, financial files, images, Internet
pages you’ve visited and so on.

“True, I can't take it with me, but I can take
the access codes fo it.”

Happy Accidents: LNK Files, Prefetch, Windows Registry and Other Revealing Artifacts

You can roughly divide the evidence in a computer forensic examination between evidence
generated or collected by a user (e.g., an Excel spreadsheet or downloaded photo) and evidence
created by the system which serves to supply the context required to authenticate and weigh user-
generated evidence. User-generated or -collected evidence tends to speak for itself without need
of expert interpretation. In contrast, artifacts created by the system require expert interpretation,
in part because such artifacts exist to serve purposes having nothing to do with logging a user’s
behavior for use as evidence in court. Most forensic artifacts arise because of a software
developer’s effort to supply a better user experience and improve system performance. Their
probative value in court is a happy accident.

For example, on Microsoft Windows systems, a forensic examiner may look to machine-generated

artifacts called LNK files, prefetch records and Registry keys to determine what files and applications
a user accessed and what storage devices a user attached to the system.
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LNK files (pronounced “link” and named for their file extension) serve as pointers or “shortcuts” to
other files. They are like shortcuts users create to conveniently launch files and applications; but,
these LNK files aren’t user-created. Instead, the computer’s file system generates them to facilitate
access to recently used files and stores them in the user’s RECENT folder. Each LNK file contains
information about its target file that endures even when the target file is deleted, including times,
size, location and an identifier for the target file’s storage medium. Microsoft didn’t intend that
Windows retain information about deleted files in orphaned shortcuts; but, there’s the happy
accident—or maybe not so happy for the persons caught because their computer was trying to better
serve them.

Similarly, Windows seeks to improve system performance by tracking the recency and frequency
with which applications are run. If the system knows what applications are most likely to be run, it
can “fetch” the programming code those applications need in advance and pre-load them into
memory, speeding the execution of the program. Thus, records of the last 128 programs run are
stored in series of so-called “prefetch” files. Because the metadata values for these prefetch files
coincide with use of the associated program, by another happy accident, forensic examiners may
attest to, e.g., the time and date a file wiping application was used to destroy evidence of data theft.

Two more examples of how much forensically significant evidence derives from happy accidents are
the USBSTOR and DeviceClasses records found in the Windows System Registry hives. The Windows
Registry is the central database that stores configuration information for the system and installed
applications—it’s essentially everything the operating system needs to “remember” to set itself up
and manage hardware and software. The Windows Registry is huge and complex. Each time a user
boots a Windows machine, the registry is assembled from a group of files called “hives.” Most hives
are stored on the boot drive as discrete files and one—the Hardware hive—is created anew each
time the machine inventories the hardware it sees on boot.

The Registry can provide information of forensic value, including the identity of the computer’s
registered user, usage history data, program installation information, hardware information, file
associations, serial numbers and some password data. The Registry is also one area where you can
access a list of recent websites visited and documents created, often even if the user has taken steps
to delete those footprints. A key benefit of the Registry in forensics is that it tracks the attachment
of USB storage media like thumb drives and external hard drives, making it easier to track and prove
data theft.

When a user connects an external mass storage device like a portable hard drive or flash drive to a
USB port, the system must load the proper device drivers to enable the system and device to
communicate. To eliminate the need to manually configure drivers, devices have evolved to support
so-called Plug and Play capabilities. Thus, when a user connects a USB storage device to a Windows
system, Windows interrogates the device, determines what driver to use and—importantly—
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records information about the device and driver pairing within a series of keys stored in the
ENUM/USBSTOR and the DeviceClasses “keys” of the System Registry hive. In this process, Windows
tends to store the date and time of both the earliest and latest attachments of the USB storage
device.

Windows is not recording the attachment of flash drives and external hard drives to enable forensic
examiners to determine when employees attached storage devices to steal data. The programmer’s
goal was to speed selection of the right drivers the next time the USB devices were attached; but
the happy accident is that the data retained for a non-forensic purpose carries enormous probative
value when properly interpreted and validated by a qualified examiner.

Shellbags

If you’ve ever wondered why, when you change the size and shape of a Windows Explorer folder
your preferences are retained the next time you use that folder, the answer lies in Windows
retention of folder configuration datain “keys” (entries) within the system Registry called Shellbags.

When a forensic examiner locates a shellbag key for a folder, the examiner can reasonably conclude
that the folder has been opened--a significant observation if the folder contains, say, child
pornography or other data the user was not permitted to access. Shellbags are also a trove of other
data respecting the folder, relevant dates and even files that formerly resided within the folder but
have been moved or deleted.

Swap and Hibernation Files

Just like you and me, Windows needs to write things down as it works to keep from exceeding its
memory capacity. Windows extends its memory capacity (RAM) by swapping data to and from a
file on disk called a “swap file” When a multitasking system such as Windows has too much
information to hold in memory at once, some of it is stored in the swap file until needed. If you’'ve
ever wondered why Windows seems to always be accessing the hard drive, chances are it’s reading
or writing information to its swap file. Windows uses the term “page file” (because the blocks of
memory swapped around are called pages), but it’s essentially the same thing: a giant digital
“scratch pad.”

The swap file contains data from the system memory; consequently, it can contain information that
the typical user never anticipates would reside on the hard drive. Moreover, we are talking about
a considerable volume of information. How much varies from system-to-system, but it runs to
billions of bytes. For example, the page file on the windows machine used to write this article is
currently 16 megabytes. The swap file is a hefty 2.5 gigabytes, holding a swath of whatever kind of
information exists (or used to exist) on my computer, running the gamut from word processing files,
e-mail, Internet web pages, database entries, you name it. It also includes passwords and
decryption keys. If the user used it, parts of it are floating around the swap file.
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Because the memory swapping is (by default) managed dynamically in Windows, the swap file tends
to disappear each time the system is rebooted, its contents relegated to unallocated space and
recoverable in the same manner as other deleted files.

Another system file of a similar nature is the Windows hibernation file (Hiberfile.sys), 13.3 GB on
my machine. It records the system state when the computer hibernates to promote a faster wake-
from-sleep. Accordingly, it stores to disk all data from running applications at the time the machine
went into hibernation mode.

The Windows swap and hibernation files are forensic treasure troves, but they are no picnic to
examine. Although filtering software exists to help in locating so-called named entities, e.g.,
passwords, phone numbers, credit card numbers and fragments of English language text, it’s a labor-
intensive effort like so much of computer forensics in this day of multi-terabyte hard drives.

Windows NTFS Log File

The NTFS file system increases system reliability by maintaining a log of system activity. The log is
designed to allow the system to undo prior actions if they have caused the system to become
unstable. The log file is a means to reconstruct aspects of computer usage. The log file is
customarily named SLogFile, but it is not viewable in Windows Explorer, so don’t become frustrated
looking for it.

TMP Files

Every time you run Microsoft Word, Excel, PowerPoint, etc., these programs create temporary files.
The goal of temp files is often to save your work in the event of a system failure and then disappear
when they are no longer needed. Temp files do a respectable job saving your work but, much to
the good fortune of the forensic investigator, they do a lousy job of disappearing. Computers orphan
temp files when a program locks up, power fails or due to other atypical shutdowns. When the
application restarts, it creates new temp file, but rarely does away with its orphaned predecessor.
It just hangs around. Even when the application deletes the temp file, the contents of the file tend
to remain in unallocated space until overwritten.

As an experiment (for Windows users), search your hard drive for all files with the . TMP extension.
You can usually do this with the search query “* TMP.” You may have to adjust your system settings
to allow viewing of system and hidden files. When you get the list, forget any with a current date
and look for TMP files from prior days.33 Open those in Notepad or WordPad and you may be
shocked to see how much of your work hangs around without your knowledge. Word processing
applications are by no means the only types which keep (and orphan) temp files.

33 | found more than 2,600 old .TMP files on my machine on May 1, 2019.
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Files with the .BAK, .WBK or .ASD extensions usually represent timed backups of work in progress
maintained to protect a user in the event of a system crash or program lock up. Applications like
word processing software create .BAK and .ASD files at periodic intervals. While these files are
supposed to be deleted by the system, they often linger on.

Volume Shadow Copies

Microsoft has been gradually integrating a feature called Volume Snapshot Service (a/k/a Volume
Shadow Copy Service) into Windows since version XP; but until Windows 7, you couldn’t truly say
the implementation was so refined and entrenched as to permit the recovery of almost anything
from a remarkable cache of data called Volume Shadow Copies.

Volume shadow copies are largely unknown to the e-discovery community. Though a boon to
forensics, volume shadow copies may prove a headache in e-discovery because their contents
represent reasonably accessible ESI from the user’s standpoint.

Much of what e-discovery professionals believe about file deletion, wiping and even encryption
goes out the window when a system runs any version of Windows with Volume Snapshot Service
enabled (and it’s enabled by default). Volume Shadow Copies keep virtually everything, and
Windows keeps up to 64 volume shadow copies, made at daily or weekly intervals. These aren’t
just system restore points: volume shadow copies hold user work product, too. The frequency of
shadow copy creation varies based upon multiple factors, including whether the machine is running
on A/C power, CPU demand, user activity, volume of data needing to be replicated and changes to
system files. So, 64 “weekly” shadow volumes could represent anywhere from two weeks to two
years of indelible data, or far less.

How indelible? Consider this: most applications that seek to permanently delete data at the file
level do it by deleting the file then overwriting its storage clusters. As you’ve learned, these are
called “unallocated clusters,” because they are no longer allocated to storage of a file within the
Windows file system and are available for reuse. But, the Volume Shadow Copy Service (VSS)
monitors both the contents of unallocated clusters and any subsequent efforts to overwrite them.
Before unallocated clusters are overwritten, VSS swoops in and rescues the contents of those
clusters like Spiderman saving Mary Jane.

These rescued clusters (a/k/a “blocks”) are stored in the next created volume shadow copy on a
space available basis. Thus, each volume shadow copy holds only the changes made between
shadow volume creation; that is, it records only differences in the volumes on a block basis in much
the same way that incremental backup tapes record only changes between backups, not entire
volumes. When a user accesses a previous version of a deleted or altered file, the operating systems
instantly assembles all the differential blocks needed to turn back the clock. It’s all just three clicks
away:
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1. Right click on file or folder for context menu;
2. Left click to choose “Restore Previous Versions;”
3. Left click to choose the date of the volume.3*

It’s an amazing performance...and a daunting one for those seeking to make data disappear.

From the standpoint of e-discovery, responsive data that’s just three mouse clicks away is likely to
be deemed fair game for identification, preservation and production. Previous versions of files in
shadow volumes are as easy to access as any other file. There’s no substantial burden or collection
cost for the user to access such data, item-by-item. But, as easy as it is, few of the standard e-
discovery tools and protocols have been configured to identify and search the previous versions in
volume shadow copies. It’s just not a part of vendor workflows; but eventually, someone will see
the naked emperor and ask why we ignore this data in discovery.

These are examples, and we must recognize that artifacts are different for different operating
systems (Windows versus MacOS) and even for different releases of the same operating system.
Artifacts are radically different on phones versus computers. It’s complicated, and it changes,
literally, every day..

If you will be using a neutral examiner, draft the protocol to provide for the parties to confer with
the examiner to establish the scope of work. Too often, examiners are saddled with unwieldy
protocols poorly tailored to answering the parties’ questions because the protocol was drafted
without professional guidance.

What you should not expect to occur is your expert gaining direct access to your opponent’s digital
media. The more-likely result is a protocol laying out the steps to be followed by your opponent’s
expert or by a court-appointed neutral examiner.

Establish Who Pays

Though the forensic preservation of a desktop or laptop machine tends to cost no more than a short
deposition, the cost of a forensic examination can vary widely depending upon the nature and
complexity of the media under examination and the issues. Forensic examiners usually charge by
the hour with rates ranging from approximately $200-$600 per hour according to experience,
training, reputation and locale. Costs of extensive or poorly targeted examinations can quickly run
into five and even six figures. Nothing has a greater influence on the cost than the scope of the
examination. Focused examinations communicated via clearly expressed protocols tend to keep
costs down. Searches should be carefully evaluated to determine if they are over- or under
inclusive. The examiner’s progress should be followed closely, and the protocol modified as

34 This GUI access capability was removed in Windows 8 but restored in Windows 10 for users who enable the “File
History” featyres.
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needed. |It’s prudent to have the examiner report on progress and describe work yet to be done
when either hourly or cost benchmarks are reached.

In all events, the examination protocol should make clear how, when and by whom the Examiner is
compensated for professional time and reimbursed for expenses.

Exemplar Language: Charges for Examiner’s professional time and time in transit shall be timely
paid by Plaintiffs at the Examiner’s customary rates, along with reasonable and customary expenses
according to the terms of the rate sheet submitted before appointment. In the event Examiner’s
charges equal or exceed S , the Examiner shall report progress to the parties and project
further charges expected to be incurred to completion.

Address Onsite Acquisition and Supervision

A party whose systems are being acquired and examined may demand to be present throughout
the process. This may be feasible while the contents of a computer are being acquired (duplicated);
otherwise, it’s an unwieldy, unnecessary and profligate practice. Computer forensic examinations
are commonly punctuated by the need to allow data to be processed or searched. Such efforts
consume hours, even days, of “machine time,” but not examiner time. Examiners sleep, eat and
turn to other cases and projects until the process completes. However, if an examiner must be
supervised during machine time operations, the examiner cannot jeopardize another client’s
expectation of confidentiality by turning to other matters. Thus, the “meter” runs all the time,
without any commensurate benefit to either side except as may flow from the unwarranted inflation
of discovery costs.

Demanding that forensically sound acquisition occur on a client’s premises versus in an examiner’s
lab can hugely inflate cost. On-site acquisition may be unavoidable for mission-critical systems like
servers; but otherwise, | push back against demands to work on a party’s premises versus in my
own lab. Inthe lab, | can turn to other tasks and stop billing. Onsite acquisition and analysis run up
the bill unnecessarily and require | be furnished a workspace that’s suitable and secure, perhaps for
days or longer. The pandemic has prompted adoption of remote collection techniques as never
before..

Recovering Deleted Data

Although the goals of forensic examination vary depending on the circumstances justifying the
analysis, a common aim is recovery of deleted data. One court ordered, “if the files...have been
deleted or altered using a drive-wiping utility, [forensic examiner] will also recover all deleted files
and file fragments.” Schreiber v. Schreiber, 2010 WL 2735672 (N.Y. Sup. Ct. June 25, 2010). That’s
not such a good idea.
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The Perils of “Undelete Everything”

Examination protocols shouldn’t direct the examiner to, in effect, “undelete all deleted material and
produce it.” That sounds clear, but it creates unrealistic expectations and invites excessive cost.
Here’s why:

A computer manages its hard drive in much the same way that a librarian manages a library. The
files are the “books” and their location is tracked by an index. But there are two key differentiators
between libraries and computer file systems. Computers employ no Dewey decimal system, so
electronic “books” can be on any shelf. Further, electronic “books” may be split into chapters, and
those chapters stored in multiple locations across the drive. This is called “fragmentation.”
Historically, libraries tracked books by noting their locations on index card in a card catalog.
Computers similarly employ directories (called “file tables”) to track files and fragmented segments
of files.

When a user hits “Delete” in a Windows environment, nothing happens to the actual file targeted
for deletion. Instead, a change is made to the master file table that keeps track of the file's location.
Thus, akin to tearing up a card in the card catalogue, the file, like its literary counterpart, is still on
the “shelf,” but now—without a locator in the file table—the deleted file is a needle in a haystack,
buried amidst millions of other unallocated clusters.

To recover the deleted file, a computer forensic examiner employs three principal techniques:

1. File Carving by Binary Signature

Because most files begin with a unique digital signature identifying the file type, examiners run
software that scans each of the millions of unallocated clusters for file signatures, hoping to find
matches. If a matching file signature is found and the original size of the deleted file can be
ascertained, the software copies or “carves” out the deleted file. If the size of the deleted file is
unknown, the examiner designates how much data to carve out. The carved data is then assigned
a new name and the process continues.

Unfortunately, deleted files may be stored in pieces, as discussed above, so simply carving out
contiguous blocks of fragmented data grabs intervening data having no connection to the deleted
file and fails to collect segments for which the directory pointers have been lost. Likewise, when
the size of the deleted file isn’t known, the size designated for carving may prove too small or large,
leaving portions of the original file behind or grabbing unrelated data. Incomplete files and those
commingled with unrelated data are generally corrupt and non-functional. Their evidentiary value
is also compromised.
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File signature carving is frustrated when the first few bytes of a deleted file are overwritten by new
data. Much of the deleted file may survive, but the data indicating what type of file it was, and thus
enabling its recovery, is gone.

File signature carving requires that each unallocated cluster be searched for each of the file types
sought to be recovered. When a court directs that an examiner “recover all deleted files,” that’s an
exercise that could take excessive effort, followed by countless hours spent examining corrupted
files. Instead, the protocol should, as feasible, specify the file types of interest based upon how the
machine was used and the facts and issues in the case.

Notably, file carving of deleted information from unallocated clusters is fast becoming untenable by
the emergence of solid state and encrypted media. Storage optimization techniques used by solid
state drives serve to routinely overwrite once-recoverable data.

2. File Carving by Remnant Directory Data

In some file systems, residual file directory information revealing the location of deleted files may
be strewn across the drive. Forensic software scans the unallocated clusters in search of these lost
directories and uses this data to restore deleted files. Here again, reuse of clusters can corrupt the
recovered data. A directive to “undelete everything” gives no guidance to the examiner respecting
how to handle files where the metadata is known but the contents are suspect.

3. Search by Keyword

Where it’s known that a deleted file contained certain words or phrases, the remnant data may be
found using keyword searching of the unallocated clusters and slack space. Keyword search is a
laborious and notoriously inaccurate way to find deleted files, but its use may be warranted when
other techniques fail. When keywords are too short or not unique, false positives (“noise hits”) are
a problem. Examiners must painstakingly look at each hit to assess relevance and then manually
carve out responsive data. This process can take days or weeks for a single machine.

Better Practice than “Undelete” is “Try to Find”

The better practice is to eschew broad directives to “undelete everything” in favor of targeted
directives to use reasonable means to identify specified types of deleted files. To illustrate, a court
might order, “Examiner should seek to recover any deleted Word, Excel, PowerPoint and PDF files,
as well as to locate potentially relevant deleted files or file fragments in any format containing the
terms, ‘explosion,” ‘ignition’ or ‘hazard.””

Reporting and Deadlines

In the context of digital forensics, “reporting” means many things. As a lawyer-examiner, | create
narrative reports setting forth in plain language what I’'m seeing in the evidence and what my
training and experience suggest it signifies. But, most forensic examiners regard reporting as a
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machine-generated process. It’s common for a forensic “report” to consist of dozens or hundreds
of pages of mostly unintelligible gibberish spit out by software. So, it’s smart to deal with that in
the protocol. If the parties need specific questions answered in a narrative fashion, say so. If the
analysis must be completed by a time certain, set deadlines for preliminary and final reporting and
establish whether meeting those deadlines is feasible for the examiner (recognizing that the
examiner has seen no evidence and probably has more questions than answers).

Forensic Acquisition versus Preservation

Parties and courts are wise to distinguish and apply different standards to requests for forensically
sound acquisition versus those seeking forensic examination. Forensically sound acquisition of
implicated media guards against spoliation engendered by continued usage of computers and by
intentional deletion. It also preserves the ability to later conduct a forensic examination, if
warranted.

Forensic examination and analysis of an opponent’s ESI is both intrusive and costly, necessitating
proof of egregious abuses before allowing one side to directly access the contents of the other side’s
computers and storage devices (something | caution courts against ordering). By contrast,
forensically duplicating and preserving the status quo of electronic evidence costs little and can
generally be accomplished without significant inconvenience or intrusion upon privileged or
confidential material. Accordingly, courts should freely order forensic preservation upon a showing
of good cause.

During the conduct of a forensically sound acquisition:
1. Nothing on the evidence media is altered by the acquisition;
2. Everything on the evidence media is faithfully acquired; and,
3. The processes employed are authenticated to confirm success.

These standards cannot be met in every situation—notably, in the logical acquisition of a live server
or physical acquisition of a phone or tablet device—but parties deviating from a “change nothing”
standard should disclose and justify that deviation.

Exemplar Acquisition Protocol
An exemplar protocol for acquisition follows, adapted from the court’s order in Xpel Techs. Corp. v.
Am. Filter Film Distribs., 2008 WL 744837 (W.D. Tex. Mar. 17, 2008):

The motion is GRANTED and expedited forensic imaging shall take place as follows:

A. Computer forensic acquisition will be performed by (the "Examiner").

B. Examiner's costs shall be borne by the Plaintiff.

C. Examiner must agree in writing to be bound by the terms of this Order prior to the
commencement of the work.
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D. Within two days of this Order or at such other time agreed to by the parties, Defendants
shall make the specified computer(s) and other electronic storage devices available to
Examiner to enable Examiner to make forensically-sound images of those devices, as follows:
Images of the computer(s) and any other electronic storage devices in Defendants'
possession, custody, or control shall be made using hardware and software tools that create
a forensically sound, bit-for-bit, mirror image of the original hard drives (e.g., EnCase, FTK
Imager, X-Ways Forensics or Linux dd). A bitstream mirror image copy of the media item(s)
will be captured and will include all file slack and unallocated space.
Examiner should document the make, model, serial or service tag numbers, peripherals, dates
of manufacture and condition of the systems and media acquired.
All images and copies of images shall be authenticated by cryptographic hash value
comparison to the original media.
. The forensic images shall be copied and retained by Examiner in strictest confidence until such
time the court or both parties request the destruction of the forensic image files.
Without altering any data, Examiner should, as feasible, determine and document any
deviations of the systems’ clock and calendar settings.
E. Examiner will use best efforts to avoid unnecessarily disrupting the normal activities or
business operations of the Defendants while inspecting, copying, and imaging the computers
and storage devices.
F. The Defendants and their officers, employees and agents shall refrain from deleting,
relocating, defragmenting, overwriting data on the subject computers or otherwise engaging
in any form of activity calculated to impair or defeat forensic acquisition or examination

Pulling It Together in an Exemplar Protocol

The following exemplar examination protocol was accepted by the Court in a case where the parties
sought to determine what a user was doing on a laptop a laptop machine on a single day. As the
machine was in lllinois, it was determined that the forensic image would be acquired by a local
examiner and the image shipped.

Examination Protocol for Windows Laptop

l. GOALS: The purpose of Protocol is to guide, Craig Ball, Texas attorney and Certified
Computer Forensic Examiner (“Examiner”) in identifying and interpreting active and
latent artifacts tending to shed light on the nature, extent and timing of usage, if any, of
a Windows laptop machine (“Machine”) during specified relevant intervals, as well as in
assessing the integrity of the Machine and its contents for data loss, destruction and
alteration during and following the relevant interval (Date 1 through Date 2).

Il. EVIDENCE: This protocol assumes that Examiner will receive a forensically-sound, hash-
authenticated bitstream image (“Image”) of the Machine’s data storage device(s) along
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with customary chain-of-custody information and baseline data establishing the
accuracy or deviation of the Machine’s system clock at the time of Image acquisition.
Unless otherwise agreed by the parties and the Examiner, only a duly-certified Computer
Forensic Examiner shall image the Machine and authenticate the chain-of-custody and
baseline data.

DUPLICATION: The Examiner will make hash-authenticated working and archival copies
of the Image. The Image supplied will not otherwise be used for analysis but will be
secured until return or disposal.

COOPERATION AND CREDENTIALS: The Parties shall cooperate with the Examiner
insofar as promptly supplying non-privileged information and passwords and credentials
required to access and decrypt data on the Image and accurately interpret same. No
passwords or credentials obtained from the image or furnished by the parties will be
used by the Examiner to access data other than found on the Image.

AUTHORIZATION AND SCOPE: The Examiner may:
Load an authenticated working copy of the Image into an analysis platform or platforms and
examine the file structures for anomalies.
Assess the integrity of the evidence by, e.g., checking Registry keys to investigate the
possibility of drive swapping or fraudulent reimaging and looking at logs to evaluate BIOS
clock manipulation. The Examiner may take other reasonable steps to determine if the data
supplied is consistent with its stated origins.
Look at the various creation dates of key system folders to assess temporal consistency with
the machine, OS install and events.
Look for instances of applications employed to alter file metadata or erase/alter usage cache
and history data.
Note recently installed applications and any antiforensic “privacy” tools.
Refine the volume snapshot to, e.g., identify relevant, deleted folders, applications and files,
orphaned file records, Host Protected Areas, hidden partitions, inter-partition data and
encrypted volumes.
Further refine the volume snapshot to unpack compound files (e.g., compressed and
container files), compare binary file signatures with file extensions, identify possible
encrypted files using entropy testing, hash all files, extract application metadata and process
contents of Volume Shadow Copies.
Carve the unallocated clusters for file artifacts using binary signature analysis, seeking
deleted files and deleted cache content, temp files, fragments and system artifacts.
Locate and extract Registry hives for analysis.
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10. Look at the LNK files, index files, TEMP directories, cookies, Registry MRUs, shellbags, jump
lists, thumbnails, shadow copies and, as relevant, system and event logs and Windows
prefetch area, to assess usage of applications, files and network accesses.

11. Generate and export complete file listings with associated file size, file path, hash and
temporal metadata values (other metadata values as relevant and material).

12. If indicated, run keyword searches against the contents of all clusters (including unallocated
clusters and file slack) seeking relevant data, then review same.

13. Sort the data chronologically for the relevant Modified, Accessed and Created (MAC) dates
to assess the nature of activity within the relevant interval.

14. As feasible, generate a network activity report against, inter alia, index.dat and comparable
network activity artifacts to determine, inter alia, if there has been web surfing web search,
e-mail, texting, download or upload activity or research conducted at pertinent times
concerning, e.g., how to destroy or alter electronic evidence, conceal system and network
usage and the like.

15. Filter for e-mail messaging formats (e.g., PST, OST, NSF, DBX, MSG, EML, etc.), and extract
messaging for processing in preferred application. Check OLK folders (Outlook attachment
temp storage).

16. Examine container files for relevant email in the relevant interval(s). If web mail, look at
cache data. If not found, carve UAC to reconstruct same.

17. Identify mobile device (e.g., iTunes, Android) and Cloud (e.g., DropBox) synch sources.

18. Gather the probative results of the efforts detailed above, assess whether anything else is
likely to shed light on the documents and, if not, share conclusions as to what transpired.

19. Make recommendations for further lines of inquiry or sources of data, if any.

VI. COST: Charges for Examiner’s professional time and time in transit shall be timely paid
by Plaintiffs at the Examiner’s customary rates, along with reasonable and customary
expenses according to the terms of the Examiner’s Engagement Agreement.

Hashing

The order above empowers the examiner to “hash all files.” As you’ve seen, hashing is the use of
mathematical algorithms to calculate a unique sequence of letters and numbers to serve as a
“fingerprint” for digital data. These fingerprint sequences are called “message digests” or, more
commonly, “hash values.” It's an invaluable tool in both computer forensics and electronic
discovery, and one deployed by courts with growing frequency.

The ability to “fingerprint” data enables forensic examiners to prove that their drive images are
faithful to the source. Further, It allows the examiner to search for files without the necessity of
examining their content. If the hash values of two files are identical, the files are identical. This file
matching ability allows hashing to be used to de-duplicate collections of electronic files before
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review, saving money and minimizing the potential for inconsistent decisions about privilege and
responsiveness for identical files.

A court may order the use of hash analysis to:

1. Demonstrate that data was properly preserved by recording matching hash values for the
original and its duplicate

2. Search data for files with hash values matching hash values of expropriated data alleged to
be confidential proprietary

3. Exclude from processing and production files with hash values matching known irrelevant
files, like the Windows operating system files or generic parts of common software in a
process termed “de-NISTing;” or,

4. Employ hash values instead of Bates numbers to identify ESI produced in native formats.

Hashing is often a pivotal tool employed to conclusively identify known contraband images in
prosecutions for child pornography.

Although hashing is an invaluable and versatile technology, it has a few shortcomings. Because the
tiniest change in a file will alter that file’s hash value, hashing is of little value in finding contraband
data once it’s been modified. Changing a file’s name won’t alter its hash value (because the name
is generally not a part of the file), but even minimally changing its contents will render the file
unrecognizable by its former hash value. Another limitation to hashing is that, while a changed
hash value proves a file has been altered, it doesn’t reveal how, when or where within a file change
occurred.

What'’s Missing?

Privilege and Confidentiality Concerns: The preceding protocol involved a matter where privileged
and confidential material and communications weren’t a concern; but protocols more typically need
to provide for non-waiver of privilege and for counsel’s review of the examiner’s reporting before
it’s seen by opposing counsel so that objections can be asserted to disclosure of privileged or
protected content. A protocol should also address ex parte communications with the Examiner.

Exemplar Language: To the extent the Examiner has direct or indirect access to information
protected by the attorney-client privilege, such access will not result in a waiver of the attorney-
client privilege. Unless counsel for all parties are included, there shall be no communications
between any party or party’s counsel aside from purely ministerial communications necessary to
complete the tasks set out in this Protocol.
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All data and analyses governed by this Protocol are deemed protected material. Possession of such
material is limited to the Examiner the attorneys of record in the captioned cause and their experts.
Counsel and their experts may not share or review the protected material in any manner with any
other person, including their respective clients.

Any data or reporting resulting from the Examination will be produced by the Examiner to the
attorney for the device/media owner for review. No data will be provided to opposing counsel until
it has been reviewed and released by the attorney for the device/media owner. A listing of the data
that was forwarded to counsel for the device/media owner will be included with the data. This index
will include the file name, the date last modified and the file size, as feasible. Data not in the form
of a file will be identified on the listing in a reasonably clear and practical manner. The attorney for
the device/media owner will identify on the listing any items that will not be produced and the basis
for withholding such items. Items not withheld shall be produced to the party or parties requesting
the data along with the listing showing the items withheld and the basis for withholding such items.

Parties may object to withholding of any data, and counsel for the parties shall cooperate on
procedures to resolve disputes about withheld data. If the parties cannot resolve a dispute as to the
production of withheld data, then any party may move for protection or for an order to compel
production.

Forms of Production: The protocol also doesn’t address the challenge of delivering forensic artifacts
to counsel in usable formats. Lawyers and courts are conditioned to expect “documents” and are
rarely prepared for data. A crucial forensic artifact may be no more than a few bytes of encoded
information bobbing in a sea of unallocated clusters. A handful of these might be converted to a
document-like format for review; but what if there are hundreds of thousands of such instances to
examine (as commonly occurs when running keyword searches against unallocated clusters)?
Lawyers can’t expect that the fruits of a forensic examination can be loaded into an e-discovery
review platform and treated like documents. Too, lawyers can’t expect to load native files into
native software applications without altering the evidence. Native applications modify native files.

Skilled forensic examiners are experienced in working with lawyers to facilitate review of forensic
artifacts in practical, scalable ways. Since it’s not always practical or possible to provide for a form
of production in advance of a forensic examination, a protocol should afford the examiner some
leeway to supply deliverables in forms suited to assist the parties in their review (and the Court in
any in camera review).

Ethical Boundaries

Unless the Court expressly permits, or the parties agree, a forensic examiner should never use the
devices tendered for examination or information derived in the exam to access information beyond
that stored on the physical devices and media when tendered for examination. Most examiners

123



know this and will act ethically; however, a thorough protocol should make that restraint clear, so
none need worry that an overeager examiner will abuse a booted clone device or a user’s log in
credentials.

Exemplar Language: Examiner shall not use the devices and storage media tendered for
examination, or any information or credentials derived from same, to access any electronic
information not present on the devices and storage media when tendered for examination. This
prohibition includes but is not limited to accessing private online or Cloud accounts, e-mail accounts
or servers, private social media sites and banking and credit card accounts and transactions.

Other Points to Ponder

A protocol may need to address topics such as disposition of evidence after analysis, data retention
and destruction duties (including financial responsibility for same), amenability to discovery
(deposition and subpoena), applicability of protective orders.

It’s useful to empower the examiner to make recommendations for further lines of inquiry or
sources of data. Certainly, the parties and the Court must be sensitive to suggestions that smack of
make-work; but, a skilled, ethical examiner will often have the best ideas where to go to find other
relevant electronic evidence.

Conclusion

Crafting a forensic examination protocol demands more than finding a good form to filch. It requires
a clear sense of about what you seek to accomplish through an examination and the ability to
express those goals with enough technical specificity to guide a diligent examiner to the artifacts
that will answer your questions. There’s often a tension between one side’s wish to rein the
examiner in and the others’ to turn the examiner loose. A good protocol balances the two and
affords the examiner just enough discretion to follow the electronic evidence and let it tell its tale.

Frequently Asked Questions

How do | preserve the status quo without requiring a party to stop using its systems?

The ongoing use of a computer system erodes the effectiveness of a computer forensic examination
and serves as an ongoing opportunity to delete or alter evidence. Where credible allegations
suggest the need for forensic examination may arise, the best course is to immediately secure a
forensically sound image of the machine or device, acquired by a qualified technician and
authenticated by hashing. Alternatively, the party in control of the machine may agree to replace
the hard drive and sequester the original evidence drive so that it will not be altered or damaged.

A party wants to have its technicians make “Ghost” images of the drives. Are those forensically
sound images?
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No, only tools and software especially suited to the task collect every cluster on a drive without
altering the evidence. Other software (like Norton Ghost) that IT staff use to duplicate data for
installation on new hardware may be called “imaging tools,” but they aren’t forensically sound
imaging tools. The failure to employ write protection will effect changes to the evidence and only
forensically sound imaging tools collect data in all regions of storage media important to a thorough
forensic examination. Even the right software and hardware in unskilled hands is not a guarantee
of a forensically sound acquisition.

The use of other imaging methods may be entirely sufficient to meet preservation duties when
issues requiring computer forensics aren’t at stake.

Do servers need to be preserved by forensically sound imaging, too?

Though forensic examiners may differ on this issue, generally, forensically sound imaging of servers
is unwarranted because the way servers operate makes them poor candidates for examination of
their unallocated clusters. This is an important distinction because the consequences of shutting
down a server to facilitate forensic acquisition may have severe business interruption consequences
for a party. For preservation in e-discovery, live acquisition of the server’s active data areas is usually
sufficient and typically doesn’t require that the server be downed.

What devices and media should be considered for examination?

Though computer forensics is generally associated with servers, desktops and laptops, these are
rarely the only candidates for examination. When they may hold potentially relevant ESI, forensic
acquisition and/or examination could encompass external hard drives, thumb drives, tablet devices,
smart phones, web mail accounts, Cloud storage areas, media cards, entertainment devices with
storage capabilities (e.g., iPods and gaming consoles), digital cameras, optical media, legacy media
(e.g., floppy and ZIP disks), automobile air bag modules and incident data recorders (“black boxes”),
GPS units, backup tape and any of a host of other digital storage devices and Internet of Things
sources. Moreover, machines used at home, legacy machines sitting in closets or storage rooms
and machines used by “proxies” like secretaries, assistants and family members must be considered
as candidates for examination.

How intrusive is a computer forensic examination?

A computer forensic examination entails that the devices and media under scrutiny be acquired in
a forensically sound manner. Remote acquisition may be feasible, though more often the process
requires a user to surrender his or her computer(s) for several hours, but rarely longer than
overnight. If a user poses no interim risk of wiping the drive or deleting files, acquisition can
generally be scheduled so as not to unduly disrupt a user’s activities.
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A properly conducted acquisition makes no changes to the user’s data on the machine, so it can be
expected to function exactly as before upon its return. No software, spyware, viruses or any other
applications or malware are installed.

The intrusion attendant to forensic examination flows from the fact that such examination lays bare
any and all current or prior usage of the machine, including for personal, confidential and privileged
communications, sexual misadventure, financial and medical recordkeeping, storage of proprietary
business data and other sensitive matters. Though it may be possible to avoid intruding on such
data within the orderly realm of active data, once deleted, these relevant and irrelevant data cannot
easily be segregated or avoided. Accordingly, it’s important for the court to either impose strict
limits on the use and disclosure of such information by the examiner or require that the examination
be conducted by a neutral examiner obliged to protect the legitimate discovery and privacy
concerns of both sides.

What does it cost?

Though the forensic preservation of a desktop or laptop machine tends to cost no more than a short
deposition, the cost of a forensic examination can vary widely depending upon the nature and
complexity of the media under examination and the issues. Forensic examiners usually charge by
the hour with rates ranging from approximately $200-$600 per hour according to experience,
training, reputation and locale. Costs of extensive or poorly targeted examinations can quickly run
into five and even six figures. Nothing has a greater influence on the cost than the scope of the
examination. Focused examinations communicated via clearly expressed protocols tend to keep
costs down. Keyword searches should be carefully evaluated to determine if they are over- or
underinclusive. The examiner’s progress should be followed closely, and the protocol modified as
needed. It’s prudent to have the examiner report on progress and describe work yet to be done
when either hourly or cost benchmarks are reached.
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Processing in E-Discovery

Processing is the “black box” between preservation/collection and review/analysis. Though the
iconic Electronic Discovery Reference Model (EDRM) positions Processing, Review and Analysis as
parallel paths to Production, processing is an essential prerequisite—“the only road” —to Review,
Analysis and Production.3> Any way you approach e-discovery at scale, you must process ESI before
you can review or analyze it. If we recast the EDRM to reflect processing’s centrality, the famed
schematic would look like this:

Electronic Discovery Reference Model
(Reimagined)

Review
Analysis

VOLUME RELEVANCE

Electronic Discovery Reference Model / © 2009 / v2.0 / edrm.net (altered for emphasis)

Preservation

Identification

Collection

There are hundreds—perhaps thousands—of articles delving into the stages of e-discovery that
flank processing in the EDRM. These are the stages where lawyers have had a job to do. But lawyers
tend to cede processing decisions to technicians. When it comes to processing, lawyer competency
and ken is practically non-existent, little more than “stuff goes in, stuff comes out.”

Why process ESl in e-discovery? Isn’t it “review ready?”

We process information in e-discovery to catalog and index contents for search and review. Unlike
Google, e-discovery is the search for all responsive information in a collection, not just one
information item deemed responsive. Though all electronically stored information is inherently
electronically searchable, computers don’t structure or search all ESI in the same way; so, we must
process ESI to normalize it to achieve uniformity for indexing and search.

Thus, “processing” in e-discovery could be called “normalized access,” in the sense of extracting
content, decoding it and managing and presenting content in consistent ways for access and review.

35 That’s not a flaw. The EDRM is a conceptual view, not a workflow.
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It encompasses the steps required to extract text and metadata from information items and build
a searchable index. The closest analogy is the creation of a Google-like capability with respect to a
discrete collection of documents, data and metadata.

ESI processing tools perform five common functions.3® They must:
1) Decompress, unpack and fully explore, i.e., recurse ingested items.

2) Identify and apply templates (filters) to encoded data to parse (interpret) contents and extract
text, embedded objects, and metadata.

3) Track and hash items processed, enumerating and unitizing all items and tracking failures.

4) Normalize and tokenize text and data and create an index and database of extracted
information.

5) Cull data by file type, date, lexical content, hash value and other criteria.

Files

If we polled lawyers asking what to call the electronic items preserved, collected and processed in
discovery, most would answer, “documents.” Others might opt for “data” or reflect on the
initialization “ESI” and say, “information.” None are wrong answers, but the ideal response would
be the rarest: “files.” Electronic documents are files. Electronically stored information resides in
files. Everything we deal with digitally in electronic discovery comes from or goes to physical or
logical data storage units called “data files” or just “files.” Moreover, all programs run against data
files are themselves files comprising instructions for tasks. These are “executable files” or simply
“executables.”

So, what is it we process in the processing stage of e-discovery? The answer is, “we process files.”
Let’s look at these all-important files and explore what’s in them and how are they work.

A Bit About and a Byte Out of Files

A colleague once defended her ignorance of the technical fundamentals of electronically stored
information by analogizing that “she didn’t need to know how planes stay aloft to fly on one.” She
had a point, but only for passengers. If you aspire to be a pilot or a rocket scientist—if you want to
be at the controls or design the plane—you must understand the fundamentals of flight. If you
aspire to understand processing of ESl in e-discovery and manage e-discovery, you must understand
the fundamentals of electronically stored information, including such topics as:

e What's stored electronically?

36 While a processing tool may do considerably more than the listed functions, a tool that does less is unlikely to meet
litigants’ needs in e-discovery.
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e How is it stored?
e What forms does it take?

The next few pages are a crash course in ESI storage, particularly the basics of encoding and
recording textual information. If you can tough it out, you’ll be undaunted by discussions of “Hex
Magic Numbers” and “Unicode Normalization” yet to come.

Digital Encoding

All digital evidence is encoded, and how it’s encoded bears upon how it’s collected and processed,
whether it can be searched and in what reasonably usable forms it can be produced. Understanding
that electronically stored information is numerically encoded data helps us see the interplay and
interchangeability between different forms of digital evidence. Saying “it’s all ones and zeroes”
means nothing if you don’t grasp how those ones and zeros underpin the evidence.

Electronic evidence is just data, and data are just numbers; so, understanding the numbers helps
us better understand electronic evidence.

Decimal and Binary: Base 10 and Base Two

Understanding encoding requires we hearken back to those hazy days when we learned to tally and
count by numbers. Long ago, we understood quantities (numeric values) without knowing
the numerals we would later use to symbolize quantities. When we were three or four, “five”
wasn’t yet Arabic 5, Roman V or even a symbolic tally like +H.

More likely, five was this:

If you’re from the Americas, Europe or Down Under, I'll wager you were taught to count using
the decimal system, a positional notation system with a base of 10. Base 10 is so deeply ingrained
in our psyches that it’s hard to conceive of numeric values being written any other way. Decimal
just feels like one, “true” way to count, but it’s not. Writing numbers using an alternate base or
“radix” is just as genuine, and it’s advantageous when information is stored or transmitted digitally.

Think about it. Human beings count by tens because we evolved with ten digits on our hands. Were
that not so, tasteless old jokes like this one would make no sense: “Did you hear about the Aggie
who was arrested for indecent exposure? He had to count to eleven.”

Had our species evolved with eight fingers or twelve, we would have come to rely upon an octal or
duodecimal counting system, and we would regard those systems as the “true” positional notation
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system for numeric values. Ten only feels natural because we built everything around ten. Again,
if we'd evolved with eight or ten fingers, it really wouldn’t matter because you can express any
number—and consequently any data—in any number system. So, it happens that computers use
the base two or binary system, and computer programmers are partial to base sixteen or
hexadecimal. Data is just numbers, and it’s all just counting.

When we were children starting to count, we had to learn the decimal system. We had to think
about what numbers meant. When our first-grade selves tackled big numbers like 9,465, we were
overtly aware that each digit represented a decimal multiple. The nine was in the thousands place,
the four in the hundreds, the six in the tens place and the five in the ones. We might even have
parsed 9,465 as: (9 x 1000) + (4 x 100) + (6 x 10) + (5 x 1).

But soon, it became second nature to us. We’d unconsciously process 9,465 as nine thousand four
hundred sixty-five. As we matured, we learned about powers of ten and now saw 9,465 as: (9 x
10°) + (4 x 10%) + (6 x 10%) + (5 x 10°). This was exponential or “base ten” notation. We flushed it
from our adolescent brains as fast as life (and the SAT) allowed.

Computers don’t have fingers; instead, computers count using a slew of electronic switches that
can be “on” or “off.” Having just two states (on/off) makes it natural to count using Base 2, a binary
counting system. By convention, computer scientists notate the status of the switches using the
numerals one and zero. So, we tend to say that computers store information as ones and
zeroes. Yet, they don't.

Computer storage devices like IBM cards, hard drives, tape, thumb drives and optical media store
information as physical phenomena that can be reliably distinguished in either of two distinct

states, e.g., punched holes, changes in
magnetic polar orientation, minute
electric potentials or deflection of laser
beams. We symbolize these two states as
one or zero, but you could represent the

status of binary data by, say, turning a

light on or off. Early computing systems “'m'"“."'.“":mﬂ

did just that, hence all those flashing
lights.
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You can express any numeric value in any base without changing its value, just as it doesn’t change
the numeric value of “five” to express it as Arabic “5” or Roman “V” or just by holding up five
fingers.

In positional notation systems, the order of numerals determines their contribution to the value of
the number; that is, their contribution is the value of the digit multiplied by a factor determined by
the position of the digit and the base.

The base/radix describes the number of unique digits, starting from zero, that a positional numeral
system uses to represent numbers. So, there are just two digits in base 2 (binary), ten in base 10
(decimal) and sixteen in base 16 (hexadecimal). E-mail attachments are encoded using a
whopping 64 digits in base 64.

We speak the decimal number 31,415 as “thirty-one thousand, four hundred and fifteen,” but were
we faithfully adhering to its base 10 structure, we might say, “three ten thousands, one thousand,
four hundreds, one ten and five ones. The “base” ten means that there are ten characters used in
the notation (0-9) and the value of each position is ten times the value of the position to its right.

10,000 | 1,000 | 100 | 10 | 1
3 1 4 1 |5

The same decimal number 31,415 can be written as a binary number this way: 111101010110111

16,384 | 8,192 | 4,096 | 2,048 | 1,024 | 512 | 256|128 |64 |32 |16|&8 |4 |2 |1
1 1 1 1 0 1 0 1 0 |1 |1 |Oj1|1]|1

In base 2, two characters are used in the notation (0 and 1) and each position is twice the value of
the position to its right. If you multiply each digit times its position value and add the products,
you’ll get a total equal in value to the decimal number 31,415.

A value written as five characters in base 10 requires 15 characters in base 2. That seems inefficient
until you recall that computers count using on-off switches and thrive on binary numbers.

The decimal value 31,415 can be written as a base 16 or hexadecimal number this way: 7AB7

4,096 | 256 | 16 1
7 A B 7
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In base 16, sixteen characters are used in the notation (0-9 and A-F) and each position is sixteen
times the value of the position to its right. If you multiply each digit times its position value and
add the products, you’ll get a total equal in value to the decimal number 31,415. But how do you
multiply letters like A, B, C, D, E and F? You do it by knowing the letters are used to denote values
greater than 9, so A=10, B=11, C=12, D=13, E=14 and F=15. Zero through nine plus the six values
represented as letters comprise the sixteen characters needed to express numeric values in
hexadecimal.

Once more, if you multiply each digit/character times its position value and add the products, you'll
get a total equal in value to the decimal number 31,415:

7x4,096 = 28,672

The Ameans 10so: 10x256 = 2,560
The Bmeans 11so: 11x16 = 176
Finally, we add: 7x1 = 7
31,415

Bits

To recap, computers use binary digits in place of decimal digits. The word bit is even a shortening
of the words "Binary digIT." Unlike the decimal system, where we represent any number as a
combination of ten possible digits (0-9), the binary system uses only two possible values: zero or
one. Thisis not as limiting as one might expect when you consider that a digital circuit—essentially
an unfathomably complex array of switches—hasn’t got any fingers to count on but is very good
and very fast at being “on” or “off.”

In the binary system, each binary digit—each “bit”—holds the value of a power of two. Therefore,
a binary number is composed of only zeroes and ones, like this: 10101. How do you figure out what
the value of the binary number 10101 is? You do it in the same way we did it above for 9,465, but
you use a base of 2 instead of a base of 10. Hence: (1x2%) +(0x23) +(1x2%)+(0x2)+(1x29=
16+0+4+0+1=21.

Moving from right to left, each bit you encounter represents the value of increasing powers of 2,
standing in for zero, two, four, eight, sixteen, thirty-two, sixty-four and so on. That makes counting
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in binary easy. Starting at zero and going through 21, decimal and | DEC = BIN DEC = BIN

binary equivalents look like the table at right. 0= 00000 | 11 =01011
Bytes = 00001 | 12 =01100
Computers also work with binary data in eight-character sequences = 00010 | 13=01101
called bytes. A byte is a string (sequence) of eight bits. The biggest = 00011 | 14=01110
number that can be stored as one byte of information is 11111111, = 00100 | 15=01111

= 00101 | 16 =10000
= 00110 | 17 = 10001

equal to 255 in the decimal system. The smallest number is zero or
00000000. Thus, you can store 256 different numbers as one byte

of information (0-255). So, what do you do if you need to store a = 00111 | 18=10010
number larger than = 01000 | 19=10011
256? Simple! You = 01001 | 20=10100

use a second byte. | 10=01010 | 21=10101

This affords you all the combinations that can be

achieved with 16 bits, being the product of all of the
variations of the first byte and all of the second byte
(256 x 256 or 65,536). So, using bytes to express

(" Y= values, we express any number greater than 256
’/;Jf‘-:} L _m,_ using at least two bytes (called a “word” in geek
01101001, 00111011, 00011010, hut, hut!” speak), and any number above 65,536 requires three
bytes or more.

Why are eight-bit sequences the fundamental building blocks of computing? It just happened that
way. In these times of cheap memory, expansive storage and lightning-
fast processors, it’s easy to forget how scarce and costly such resources
were at the dawn of the computing era. Seven bits (with a leading bit
reserved) was the smallest block of data that would suffice to represent
the minimum complement of alphabetic characters, decimal digits,
punctuation and control instructions needed by the pioneers in
computer engineering. It was, in a sense, all the data early processors
could bite off at a time, perhaps explaining the name “byte” (coined in
1956 by IBM scientist Dr. Werner Buchholz).

Hexadecimal

Once more, a binary sequence of eight ones and zeros (“bits”) can be arranged in 256 unique
ways. Long sequences of ones and zeroes are hard for humans to follow, so happily, two
hexadecimal characters can also be arranged in 256 unique ways, meaning that just two base-16
characters can replace the eight characters of a binary byte (i.e., a binary value 0f 11111111 can be
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written in hex as FF). Using hexadecimal characters allows programmers to write data in just 25%
of the space required to write the same data in binary, and it’s easier for humans to follow.

Let’s take a quick look at why this is so. A single binary byte can range from 0 to 255 (being
00000000 to 11111111). Computers count from zero, so that range spans 256 unique values. The
following table demonstrates why the largest value of an eight-character binary byte (11111111)
equals the largest value of just two hexadecimal characters (FF):

Binary Byte (0-255) Hexadecimal Byte (0-255)
128 64 |32/16 |8 4 2|1 16 | 1
1 |1 /1 /1 11/1/1] | F | F
The decimal value of this binary byte is the The decimal value of this hexadecimal byte is
sum of one multiplied by each of the the sum of 15 (recall F=15) multiplied by each
positional values in the shaded area; thus, of the positional values in the shaded area;
128+64+32+16+8+4+2+1 = 255 thus, (15x16) + (15x1) = 255

Hexadecimal values are everywhere in computing. Litigation professionals encounter hexadecimal
values as MD5 hash values and may run into them as IP addresses, Globally Unique Identifiers
(GUIDs) and even color references.

The Magic Decoder Ring called ASCII

Back in 1935, American kids who listened to the Little Orphan
Annie radio show and drank lots of Ovaltine could join the Radio
Orphan Annie Secret Society and obtain a Magic Decoder Ring,

a device with rotating disks that allowed them to read and
write numerically encoded messages.3’

Similarly, computers encode words as numbers. Binary data
stand in for the upper- and lower-case English alphabet, as well
as punctuation marks, special characters and machine
instructions (like carriage return and line feed).

Encoding Text
So far, I've described ways to encode the same numeric value in different

bases. Now, let’s shift gears to describe how computers use those numeric values to
signify intelligible alphanumeric information like the letters of an alphabet, punctuation marks and
emoji. Again, data are just numbers, and those numbers signify something in the context of the

37 A similar toy, a secret decoder pin, was depicted in the movie, A Christmas Story.
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application using that data, just as gesturing with two fingers may signify the number two, a peace
sign, the V for Victory or a request that a blackjack dealer split a pair. What numbers mean depends
upon the encoding scheme applied to the values in the application; that is, the encoding scheme
supplies the essential context needed to make the data intelligible. If the number is used to
describe an RGB color, then the hex value 7FOOFF means violet. Why? Because each of the three
values that make up the number (7F 00 FF) denote how much of the colors red, green and blue to
mix to create the desired RGB color. In other contexts, the same hex value could mean the decimal
number 8,323,327, the binary string 11111110000000011111111 or the characters Zxy.

ASCII

When the context is text, there are a host of standard ways, called Character Encodings or Code
Pages, in which the numbers denote letters, punctuation and symbols. Now nearly sixty years old,
the American Standard Code for Information Interchange (ASCII, “ask-key”) is the basis for most
modern character encoding schemes (though both Morse code and Baudot code are older). Born
in an era of teletypes and 7-bit bytes, ASCII’s original 128 codes included 33 non-printable codes
for controlling machines (e.g., carriage return, ring bell) and 95 printable characters. By limiting the
ASCII character set to just 128 characters (0-127), we can express any character in just seven bits
(27 0r 128) and so occupy only one byte in the computer's storage and memory. The ASCII character

set follows:

ASCIl | Hex | Symbol ASCIl | Hex  Symbaol ASCIl | Hex | Symbol ASCIl | Hex | Symbol
0 | 00| NUL 16 | 10 | DLE 32 | 20 | (space) 48 |30 0
1 | 01| SOH 17 | 11 | bC1 33 | n| 1 49 31| 1
2 02| ST 18 | 12 | DC2 4 (22| " 50 [ 32| 2
3 /03| ETX 19 | 13 | DC3 3/ (23] 50 |33| 3
4 | 04| EOT 20 | 14 | DCa 3 |4 5 52 | 34| 4
5 | 05| ENQ 21 | 15 | NAK 37 |25 | % 53 |35 | 5
6 | 06| ACK 22 | 16 | SYN s % & 54 |36 6

...... 7 07| BEL 23 |17 | ETB B O T 35 |37 7
B 03 B5 24 18 | CAN 40 28 56 | 38 ]
9 09 TAB 25 | 19 En 41 | 29 ] 57 | 39 ]
10 | 0A LF 26 | 1A | SUB 42 | 2A 58 | 3A

1 08| W 27 | 18| ESC 43 |28 | + 9 38|
12 | OC | FF 28 | 1C | FS 44 |2c| 60 | 3¢ |
13  OoD CR 29 | 1D | GS 45 | 2D 61 | 3D =
14 | OF S0 0 | 1E RS a6 | 2E 62 | 3E >
15 | OF 8l 31 | IF us a7 | 2F / 63 | 3F ?
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ASCII | Hex | Symbol ASCIN | Hex | Symbal ASCH | Hex  Symbol ASCH | Hex | Symbaol
4 20| & 80 |50 P 9% |60 n:j ol p
65 41 | A 81 |51 Q 97 |61 a 113 | 71| q
66 | 42 | B 82 | 52| R 98 |62 b 114 | 72 | r
67 43| C 83 | 53| 5 99 | 63 | ¢ 115 | 73 | s
68 (44| D 84 | 54| T 100 | 64 d 116 | 74 | t
69 45| E B3 [ 55| U 101 | 65 e 117 | 75| u
70 |4 | F 86 56 WV 102 |66 | T 118 | 76 | v
147 6 87 | 57| w 103 | 67 g 119 | 77 | w
72 | 48| H 88 | 58 | X 104 | 68 | h 120 | 78 | x
73 49| 1 89 | 59| v 105 | 69 | i 1210 [ 79|y
74 14A| ) 90 | 5A| 2 106 | BA | 122 | 7A I
75 | 4B | K 91 [sB | | 107 | 6Bk 123 | 78 | |
7 4c| L 92 | 5C| \ 108 | 6C | | 124 | 7| |
77 /4D M 93 | 5D |} 109 |60 m 125 | 70| }
78 | 46| N 94 | SE | =~ 110 | 6 | n 126 | 7E |~
79 4F 0 95 sF - 111 | &F o 127 | 7F DEL
Here’s the same ASCII character set expressed in binary values:
Binary Decimal | Character Binary Decimal | Character Binary Decimal | Character
00000000 | 000 NUL 00101011 | 043 + 01010110 | 086 Vv
00000001 | 001 SOH 00101100 | 044 , 01010111 | 087 W
00000010 | 002 STX 00101101 | 045 - 01011000 | 088 X
00000011 | 003 ETX 00101110 | 046 01011001 | 089 Y
00000100 | 004 EOT 00101111 | 047 / 01011010 | 090 VA
00000101 | 005 ENQ 00110000 | 048 0 01011011 | 091 [
00000110 | 006 ACK 00110001 | 049 1 01011100 | 092 \
00000111 | 007 BEL 00110010 | 050 2 01011101 | 093 ]
00001000 | 008 BS 00110011 | 051 3 01011110 | 094 A
00001001 | 009 HT 00110100 | 052 4 01011111 | 095 _
00001010 | 010 LF 00110101 | 053 5 01100000 | 096
00001011 | 011 VT 00110110 | 054 6 01100001 | 097 a
00001100 | 012 FF 00110111 | 055 7 01100010 | 098 b
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Binary Decimal | Character Binary Decimal | Character Binary Decimal | Character
00001101 | 013 CR 00111000 | 056 8 01100011 | 099 C
00001110 | 014 SO 00111001 | 057 9 01100100 | 100 d
00001111 | 015 Sl 00111010 | 058 01100101 | 101 e
00010000 | 016 DLE 00111011 | 059 ; 01100110 | 102 f
00010001 | 017 DC1 00111100 | 060 < 01100111 | 103 g
00010010 | 018 DC2 00111101 | 061 = 01101000 | 104 h
00010011 | 019 DC3 00111110 | 062 > 01101001 | 105 i
00010100 | 020 DC4 00111111 | 063 ? 01101010 | 106 j
00010101 | 021 NAK 01000000 | 064 @ 01101011 | 107 k
00010110 | 022 SYN 01000001 | 065 A 01101100 | 108 I
00010111 | 023 ETB 01000010 | 066 B 01101101 | 109 m
00011000 | 024 CAN 01000011 | 067 C 01101110 | 110 n
00011001 | 025 EM 01000100 | 068 D 01101111 | 111 o]
00011010 | 026 SUB 01000101 | 069 E 01110000 | 112 p
00011011 | 027 ESC 01000110 | 070 F 01110001 | 113 q
00011100 | 028 FS 01000111 | 071 G 01110010 | 114 r
00011101 | 029 GS 01001000 | 072 H 01110011 | 115 S
00011110 | 030 RS 01001001 | 073 | 01110100 | 116 t
00011111 | 031 us 01001010 | 074 J 01110101 | 117 u
00100000 | 032 SP 01001011 | 075 K 01110110 | 118 Y
00100001 | 033 ! 01001100 | 076 L 01110111 | 119 w
00100010 | 034 " 01001101 | 077 M 01111000 | 120 X
00100011 | 035 # 01001110 | 078 N 01111001 | 121 y
00100100 | 036 S 01001111 | 079 0 01111010 | 122 z
00100101 | 037 % 01010000 | 080 P 01111011 | 123 {

137




Binary Decimal | Character Binary Decimal | Character Binary Decimal | Character
00100110 | 038 & 01010001 | 081 Q 01111100 | 124 |
00100111 | 039 ' 01010010 | 082 R 01111101 | 125 }
00101000 | 040 ( 01010011 | 083 S 01111110 | 126 ~
00101001 | 041 ) 01010100 | 084 T 01111111 | 127 DEL
00101010 | 042 * 01010101 | 085 u Note: 0-127 is 128 values

So, “E-Discovery” would be written in a binary ASCIl sequence as:

010001010010110101000100011010010111001101100011011011110111011001100101011100
1001111001

It would be tough to remember your own name written in this manner! Hi, I’'m Craig, but my
computer calls me 0100001101110010011000010110100101100111.

Windows-1252
Note that each leading bit (i.e., the first character) of each byte in the binary table above is a zero.

It wasn’t used to convey any encoding information; that is, they are really all 7-bit bytes. Later,
when the byte standardized from seven to eight bits, 128 additional characters could be added to
the character set by simply changing the leading bit to a one, prompting the development
of extended character encodings that include, e.g., accented characters used in foreign languages
and line drawing characters.

In the mid-1980s, international standards began to emerge for character encoding, ultimately
resulting in various code sets issued by the International Standards Organization (ISO). These
retained the first 128 American ASCll values and assigned the upper (extended) 128-byte values to
characters suited to various languages (e.g., Cyrillic, Greek, Arabic and Hebrew). ISO called these
various character sets 1SO-8859-n, where the “n” distinguished the sets for different languages.
ISO-8859-1 was the set suited to Latin-derived alphabets (like English) and so the nickname for the
most familiar code page to U.S. computer users became “Latin 1.”

Arguably the most used single-byte character set in the world is the Windows-1252 code page, the
characters of which are set out in the following table (red dots signify unassigned values).
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V" #$%&"' () *+,-./0123456789: ;<=>7
@ABCDEFGHIJKLMNOPQRSTUVWXYZ[\]"
“abcdefghijklmnopqrstuvwxyz{|}~=
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[ GERY 1§70« @ %23 . 105113

AAAAARECEEEEIIIIPNOOOOOx@UUOUYPR
3445332ceé86811118M006660+sulllUYpPY

E.F 6 R U

Note that the first 128 control codes and characters (from NUL to DEL) match the ASCIl encodings
and the 128 characters that follow are the extended set. Each character and control code has a
corresponding fixed byte value, i.e., an upper-case B is hex 40 and the section sign, §, is hex A7. To
see the entire code page character set and the corresponding hexadecimal encodings on Wikipedia,
click here. Again, ASCIl and the Windows-1252 code page are single byte encodings so they are
limited to a maximum of 256 characters.

Unfortunately, these extra characters weren’t assigned in the same way by all computer systems.
The emergence of different sets of characters mapped to the same high byte values prompted a
need to identify these various character encodings or, as Microsoft calls them in Windows, these
“code pages.” If an application used the wrong code page, some information displayed as
gibberish. This is such a familiar phenomenon that it has its own name, mojibake (from the
Japanese for “character changing”). If you’ve encountered a bunch of Asian language characters in
an e-mail or document you know was written in English, you might have glimpsed mojibake.

Note that we are speaking here of textual information, not typography; so, don’t confuse character
encodings with fonts. The former tells you whether the character is an A or b, not whether to
display the character in Arial or Baskerville.

Unicode
ASCIl dawned in the pre-Internet world of 1963—before the world was flat, when the West

dominated commerce and personal computing was the stuff of science fiction. The Windows-1252
code page works reasonably well so long as you’re writing in English and most European languages;
but sporting only 256 characters, it won’t suffice if you’re writing in, say, Greek, Cyrillic, Arabic or
Hebrew, and it’s wholly unsuited to Asian languages like Chinese, Japanese and Korean.

Though programmers developed various ad hoc approaches to foreign language encodings, an
increasingly interconnected world needed universal, systematic encoding mechanisms. These
methods would use more than one byte to represent each character, and the most widely adopted
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such system is Unicode. In its latest incarnation (version 14.0, effective 9/14/21), Unicode
standardizes the encoding of 159 written character sets called “scripts” comprising 144,697
characters, plus multiple symbol sets and emoji characters.

The Unicode Consortium crafted Unicode to co-exist with the longstanding ASCIl and ANSI character
sets by emulating the ASCII character set in corresponding byte values within the more extensible
Unicode counterpart, UTF-8. UTF-8 can represent all 128 ASCII characters using a single byte and
all other Unicode characters using two, three or four bytes. Because of its backward compatibility
and multilingual adaptability, UTF-8 has become the most popular text encoding standard,
especially on the Internet and within e-mail systems.

Mind the Gap!

Now, as we talk about all these bytes and encoding standards as a precursor to further discussion
of hexadecimal notation, it will be helpful to revisit how this all fits together. A byte is eight ones
or zeroes, which means a byte can represent 256 different decimal numbers from 0-255. So, two
bytes can represent a much bigger range of decimal values (256 x 256 or 65,536). Character
encodings (aka “code pages”) like Latin 1 and UTF-8 are ways to map textual, graphical or machine
instructions to numeric values expressed as bytes, enabling machines to store and communicate
information in human languages. As we move forward, keep in mind that hex, like binary and
decimal, is just another way to write numbers. Hex is not a code page, although the numeric values
it represents may correspond to values within code pages. 38

Hex

Long sequences of ones and zeroes are very confusing for people, so hexadecimal notation
emerged as more accessible shorthand for binary sequences. Considering the prior discussion of
base 10 (decimal) and base 2 (binary) notation, it might be enough to say that hexadecimal is base
16. In hexadecimal notation (hex for short), each digit can be any value from zero to fifteen.
Accordingly, we can replace four binary digits with just a single hexadecimal digit, and more to the
point, we can express a byte as just two hex characters.

The decimal system supplies only 10 symbols (0-9) to represent numbers. Hexadecimal notation
demands 16 symbols, leaving us without enough single character numeric values to stand in for all
the values in each column. So, how do we cram 16 values into each column? The solution was to
substitute the letters A through F for the numbers 10 through 15. So, we can represent 10110101
(the decimal number 181) as "B5" in hexadecimal notation. Using hex, we can notate values from
0-255 as 00 to FF (using either lower- or upper-case letters; it doesn’t matter).

38 Don’t be put off by the math. The biggest impediment to getting through the encoding basics is the voice in your
head screaming, “I SHOULDN’T HAVE TO KNOW ANY OF THIS!!” Ignore that voice. It's wrong.
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It’s hard to tell if a number is decimal or hexadecimal just by looking at it: if you see "37", does that
equate to 37 ("37" in decimal) or a decimal 55 ("37" in hexadecimal)? To get around this problem,
two common notations are used to indicate hexadecimal numbers. The first is the suffix of a lower-
case "h." The second is the prefix of "Ox." So "37 in hexadecimal," "37h" and "0x37" all mean the
same thing.

The ASCII Code Chart below can be used to express ASCII characters in hex. The capital letter “G”
is encoded as the hex value of 47 (i.e., row 4, column 7), so “E-Discovery” in hex encodes as:

0x45 2D 44 69 73 63 6F 76 65 72 79
That’s easier than:

010001010010110101000100011010010111001101100011011011110111011001100101011100
10011110017

ASCII Code Chart
0 1 2 3 4 5 6 7 8 9 A B C D E F

O[NUL | SOH [STX |ETX |EOT |ENQ |ACK |[BEL | BS | HT | LF | VT | FF | CR | SO | SI
1{DLE [DC1 [DC2 | DC3 |DC4 |NAK | SYN |ETB |[CAN | EM |SUB |ESC| FS | GS | RS | US
2 ! EAENERE NS ( ) * | + | v - . /
3 0| 1|2 |3 |4 ]|5|6|7|8]09 ; < | =|>]1
4| @ A B C D E F G H I J K L H N 0
5| P | Q| R|S|T|JU|V]|W]|X]|Y]|Z [ \ 1]~ -
6| - alb|c|d|e|f|]9]|h|i]i|k|T1T|m|n]o
7/ P || r | s t|lul]v|w]|x|Y]|z { | } | -~ |DEL
NOTE TO STUDENTS:

For most students of this course—law students particularly—the last twelve pages on digital
encoding constitute the most challenging material we cover. If your eyes glazed over on first
reading, | understand. But it’s foundational stuff, so give it a second chance when you’re fresh and
be sure to ask questions about the material until it’s clear to you. You’ll be glad you did when you
start taking the quizzes.
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*e # Exercise 5: Encoding: Decimal, Binary, Hexadecimal and Base64

All digital evidence is encoded, and its encoding bears upon how it’s collected,
whether it can be searched and in what reasonably usable forms it can be produced. Understanding
that electronically stored information is, in essence, numerically encoded data helps students to
see the interplay and interchangeability between different forms of digital evidence. Simply saying,
“it’s all ones and zeroes” means nothing if you know nothing of how those ones and zeros underpin
evidence you must authenticate or undercut.

GOALS: The goals of this exercise are for the student to:

1. Understand the correspondence between binary data and hexadecimal; and
2. Understand the correspondence between data in hex and encoded text and content.

OUTLINE: We will examine evidence data in Text and Hex modes, noting the correspondence
between text and its hexadecimal equivalents. We will then examine the role of Base64 as an
encoding scheme for e-mail attachments.

Exercise 5A: Notate ASCII as Hex

Please write your surname in ASCll/hex:

Exercise 5B: Viewing data in Hex

In this exercise, you will use online data viewer tools to examine common file types in hexadecimal.
Remember that hexadecimal is just a method to notate numeric values. Such values can be
expressed in any notation, e.g., base 2 (binary) or base 10 (decimal) or any other base. It’s all just
numbers that are written differently but mean the same thing. Still, be mindful of the distinction
between the notation employed to record the information (the “numbers”) and the encoding
scheme used to express the information (e.g., ASCII, ANSI, Unicode, etc.). The notation is akin to
an alphabet (e.g., Roman, Cyrillic, etc.) and the encoding scheme is like the language (e.g., English,
French, Russian, etc.).

In the preceding exercise, the encoding scheme was ASCII and the notation was hexadecimal. Put
another way, ASCII supplied the translation table, and hex served to record the locations within
that table.

142



Step 1: View the File Structure of a Compressed Container (Compound) File

Download the compressed archive file called GBA.zip from http://www.craigball.com/gba.zip.

Save the file to your desktop or any other convenient location on your computer.

Using your web browser or the hex viewer of your choice,3° go to the Online HexDump Utility at
http://www.fileformat.info/tool/hexdump.htm and click “choose File.” Using the selection box that

will appear, navigate to the file gba.zip you just saved and select it. Click “Open.” Now click the
blue “Dump” button on the Online HexDump Utility page. You should see this:

file name: GBA.zip

The three columns  Of |pize cype:

information represent, from | 0000-0010: 50 4b 03 04-14 00 00 00-08 00 30 66-bf Se 67 aa BX...... .. 0£.5g.
) 0000-0020: d4 42 c3 02-00 00 c9 05-00 00 07 00-00 00 47 42 .Buueues eueens GB
left to right, (A) the byte offset |oo00-0030: 41 2e 74 72-7¢ 65 54 4b-2e db 30 Oc-dd 0f 30 77 A.TxceTX ..0...0w

. 0000-0040: €0 01 3¢ 39-44 17 2d Oa-14 5d 15 e8-9a b6 68 5b ..<9D.-. .]....h[
(location) of the hex value |o0000-00s0: 12 59 4c 25-d9 26 6f af-47 co 4e 52-74 13 44 96 .YL¥..o. G.NRet.D.
0000-0060: 44 be 1f £5-55 d7 44 79-d0 24 c4 d1-51 96 4d 22 D...U.Dy .S..Q.M"

within the file, expressed in | 0000-0070: 1d c2 29 13-4f 4a b6 3b-72 99 05 eb-3e &9 3a cd ..).0J.; r...>.:.
0000-0080: 85 46 4d 65-26 8d 54 66-9f 69 dO 58-7c 94 58 3a .FMe&.Tf .1.X|.X:

hexadec|ma| notat|on’ (B) the 0000-0090: 62 8a b2 S53-e4 e2 35 76-b6 31 88 df-c4 91 &f f£4 Db..S..5v .l......

0000-00a0: c3 £7 92 ca-dl dS 26 4e-9c 1f bE 60-a7 28 8a 08 ......&N ...'. (..
: ; 0000-00b0: dd 93 de 35-7b bb 87 35-17 €2 10 68-01 10 06 aC ...5{..5 ...h....

contents Of the flle n 0000-00c0: 21 49 3d 2b-7f S6 Oe 37-7a 7f 7b 7f-fb a9 3b ed !I=+.V.7 Z.{...;.
. . 0000-00d0: 52 77 25 4e-3c bS le 4c-93 1d a5 c1-6f 3e dO ce RWAN<..L ....0>..
hexadecimal notation and (C) | 00c700ta) as as 22 15-20 26 da €7-3: oe aa £2-05 50 23 a0 e GG Yoo iPos
. 0000-00£0: 1c e7 92 b2-be 20 ae 52-e8 13 28 d8-70 a4 a0 28 ....... R ..(.pe-(

the  hexadecimal = content |;o00-0100: 25 a1 ad 43-6e £4 bb £5-5¢ as 25 15-57 ef se b &..1n... WK
0000-0110: 09 £2 31 7a-09 8e 74 6c-0d 01 a5 9e-9f 79 03 1d ..1z..tl ..... v..

expressed as ASCII text (to the |oo00-0120: sa ct 72 s£-bs 71 £5 0e-41 0d c2 75-be de 26 54 % iQas At
0000-0130: b0 00 £f 23-07 4a 27 8£-7b €0 41 cc-00 1c d4 2¢ ...F.J'. {.A....,

extent the hex values have a |o0000-0140: e0 as 0s se-42 93 95 06-45 9¢ 28 £0-41 6e €5 Se ...~B... E.(.An.~
. 0000-0150: ef d2 e2 cd-3b db bc d1-£7 42 70 Se-43 dl a9 €9 ....;... .Bp.C...
corresponding ASCII value). 0000-0160: 32 fa 52 eb-1b 6f 33 e3-92 Oa 22 &7-59 57 70 71 2.R..03. ..".Y¥Wpq

0000-0170: Sa ed 6e fa-7f 59 el 76-55 3c 70 9a-70 38 4b cc Z.n..Y.v U<p.peK.
0000-0180: d2 d9 71 d3-29 6a 79 d2-fb £8 78 £d-0c 89 b3 0c ..qQ.)JV. «eXeeen.

Note that the first two ASCII 0000-0190: e9 ff 8d 19-96 c3 55 7c-ac a9 9a 90-b5 e8 6e £4 ...... Ul oseess n.
0000-01a0: Ob e9 e8 93-91 43 1c 3a-83 7f cl 74-c2 d0 ¢c8 04 ..... Cof ceeTuunn
characters in the file are PK and  [[(a) oFFser (B) HEX (C) ASCII TEXT

the first two hex values are 50 4b.

If you check the ASCII Code Chart, you’ll see that everything matches up: 50 4B = PK. That PK at the
start of the file serves an important purpose. It’s the file’s binary header signature. In computing,
afile’s header refers to data occurring at or near the start of the file that serves to identify the type
of data contained in the file and may also furnish information about the file’s length, structure or
other characteristics. [Don’t confuse file headers with mail headers, which carry information about,
e.g., sender, addressee(s), routing, subject, etc. for e-mail messages.] That PK means that the file
data that follows is encoded and compressed with Zip compression. In other words, as a file
header,” PK” signals to the operating system that the data will only make sense if it is interpreted
as Zip-compressed content.

39 3 capable alternate online hex editor can be found at https://hexed.it/?hl=en
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Why PK? Because the unfortunate fellow who came up with the Zip compression algorithm was
named Phil Katz! Phil insured his place in history by using his initials as the binary header signature
for Zip files. So long as it’s not already used to identify another file type, a binary header signature
can be almost anything, and the person or entity that originates the file structure/type gets to
choose it. More on that to come.

Step 2: Unpack the Archive
Open the zip file and extract (unzip) its contents to a convenient location on your machine.
The zip file should hold the seven files listed below:

Name File Type

GBA.doc Word Document
GBA.docx  Word Document
GBA.htm Web Page
GBA.pdf Adobe PDF
GBA.rtf Rich Text Format
GBA.txt Text

GBA.eml| E-mail

NouhsawNRE

Remember where you stored these extracted files.

Step 3: Exploring the Contents of the Archive

Six of these files hold precisely the same famous text, but each in their own unique encoded way.
The seventh, an e-mail, also holds the text, but encoded as both an image and attachment.

One-by-one, load each file except GBA.eml into the Online HexDump Utility,
http://www.fileformat.info/tool/hexdump.htm, (or the hex viewer of your choice) and explore

each file’s hex and ASCII content. Now, please answer the following questions about the files:
Exercise 5C: Encoding Anomalies

1. Whois the famous author of the text?

2. As you go through each file, can you identify any date or time values (e.g., application
metadata values like Creation Date, Last Modified Date, Date Last Printed or the like)?
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3. Which, if any, of these files do not show the famous text as human-readable text anywhere in
the ASCII Text column?

4. What are the first four hex values seen in the file GBA.doc?

5. Do you note anything peculiar about the file GBA.txt in terms of file signatures?

Base64
Internet e-mail was born in 1971, when a researcher named Ray Tomlinson sent a message to
himself using the “@” sign to distinguish the addressee from the
machine. Tomlinson didn’t remember the message transmitted in
that historic first e-mail but speculated that it was probably
something like “qwertyuiop.” So, not exactly, “Mr. Watson, come
here. | need you," but then, Tomlinson didn’t know he was changing
the world. He was just killing time.

Also, back when the nascent Internet consisted of just four university
research computers, UCLA student Stephen Crocker originated the

practice of circulating proposed technical standards (or “protocols”

in geek speak) as publications called “Requests for Comments” or RFCs. They went via U.S. postal
mail because there was no such thing as e-mail. Ever after, proposed standards establishing the
format of e-mail were promulgated as numbered RFCs. So, when you hear an e-discovery vendor
mention “RFC5322 content,” fear not, it just means plain ol’ e-mail.

An e-mail is as simple as a postcard. Like the back-left side of a postcard, an e-mail has an area
called the message body reserved for the user's text message. Like a postcard's back right side, we
devote another area called the message header to information needed to get the card where it's
supposed to go and to transmittal data akin to a postmark.

We can liken the picture or drawing on the front of our postcard to an e-mail's attachment. Unlike
a postcard, we must convert e-mail attachments to letters and numbers for transmission, enabling
an e-mail to carry any type of electronic data — audio, documents, software, video —not just pretty
pictures.

The key point is that everything in any e-mail is plain text, no matter what’s attached.

And by plain text, | mean the plainest English text, 7-bit ASCII, lacking even the diacritical characters
required for accented words in French or Spanish or any formatting capability. No bold. No
underline. No italics. It is text so simple that you can store a letter as a single byte of data.
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The dogged adherence to plain English text stems in part from the universal use of the Simple Mail
Transfer Protocol or SMTP to transmit e-mail. SMTP only supports 7-bit ASCII characters, so sticking
with SMTP maintained compatibility with older, simpler systems. Because it’s just text, it’s
compatible with any e-mail system invented in the last 50 years. Think about that the next time
you come across a floppy disk or CD and wonder how you’re going to read it.

How do you encode a world of complex digital content into plain text without losing anything?

The answer is an encoding scheme called Base64, which substitutes 64 printable ASCII characters
(A-Z, a—z, 0-9, + and /) for any binary data or for foreign characters, like Cyrillic or Chinese, that can
be represented by the Latin alphabet.

Base64 is brilliant and amazingly simple. Since all digital data is stored as bits, and six bits can be
arranged in 64 separate ways, you need just 64 alphanumeric characters to stand in for any six bits
of data. The 26 lower case letters, 26 upper case letters and the numbers 0-9 give you 62 stand-ins.
Throw in a couple of punctuation marks—say the forward slash and plus sigh—and you have all the
printable ASCII characters you need to represent any binary content in six-bit chunks. Though the
encoded data takes up roughly a third more space than its binary source, now any mail system can
hand off any attachment. Once again, it’s all just numbers.

Exercise 5D: Exploring Base64

In this exercise, we will open the e-mail GBA.eml in a plain text viewer and locate its Base64-
encoded content. If you are using a Windows machine, you can use Notepad as your text viewer;
else, you can use the free application at http://www.rapidtables.com/tools/notepad.htm.

Step 1: Open the File in the Text Viewer

Returning to the seven files you extracted from the GBA.zip archive, find the file named GBA.eml
and, using the commands, File>Open, open the file in your preferred plain text viewer. Once visible,
scroll down until you see this block of data:

This snippet tells the recipient system that
the attachment data is encoded in base64
and that it should be interpreted as a GIF
image file named GBA when decoded.

--089e0118431ed478e705164be95e--
--089e0118431ed4790705164be960
Content-Type: image/gif; name="GBA.gif"
Content-Disposition: attachment;
filename="GBA.gif"
Content-Transfer-Encoding: base64
X-Attachment-Id: f_i9suf1i90

The first two lines are boundaries
signaling where sections of the message
begin and end.

Now, look at the gibberish text that follows, all the way until the end of the message. What you
are seeing is a .gif image file—a drawing--that’s been numerically encoded to be able to traverse
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the network as an e-mail attachment. Note that the entirety of the data preceding the end
boundary of the message: ==--089e0118431ed4790705164be960— are composed of 64
characters: the 26 lower case letters, 26 upper case letters, the numbers 0-9 and the forward slash
and plus sign.*®

The Baseb4-encoded content you see should begin:

RO1GODThGQNOAXAAACH5BAEAAMCALAAAAAAZAO4BhwAAAKY 3wtDOz1370CcnHX8/Nza+np8nGxs7K
yjlgk4mFhcHAWM7MzLSYsjszM46KisTBwcbDw6ekpDhhh4wCgri2ts3Ly7y6uo6MjDIyMgCensjG
xp6cnC4uLjhhhjNafBUSEoaEhMriyK+srF5exXnt5eba0tMzKyq6rqlBOTjNZezVcfOE+PSbEXKin
P1RUVGNGYLCtrcC9vzKQkDVbfjtmjYN/f8vIybeltvdXxv7q4uGRfXzp1iz9t1rSwsMvIyNDNzc7L
y8PDW83MzMzLy0BwWmOBAQM/MzNDMzMVLY 8 IyGlawk FxnJCQKkNHNzdLMzN+/v9HOZzq6urgoKCtT]
yc/Pz8XCwru7uzs60jAvL2tpaQ40Djk40Hd2drqltwW9fXxISEgcHBYkoKF1bwwQEBBUVFTQzM6gh
0ScmJiAFfH83KyiUkIBOdHUINTTO50YSCgtHMZA8PD8VKYr0zs80/v8fEXAGICFAUVE1ISG5ubpCP
jz08PAKJCUSNTRYWF1JRUREQEL+/v4yKioF/fxo0aGjEXMRAQECEhIaCfn2FfXwICAoaFhaupgXt6
eThwvh8fH3Ixcvtawp6dnaCgobD89PQMDABC8VFhXV4SDg3Z0dAONDScnI0dHRykpKR4eHiUTJUNC
Qjg2Njc2Ni8vLzg3NxkzGw9ubmlpaYiGhkzFRSckJIGxralxbwOFAQCU1IhEREQ8MDAYGBp+ennNz
C3JwCEVDQWEBAaimpo+03jjIXMRsbGyQjIz8/P19dXTw60jw8PI2ammz1zw9tbTc3N2hoaBQUFIGP
j WAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

...and continue for another 333 lines of base64-encoded information.

Takeaway: The different ways in which data is encoded—and the different ways in which collection,
processing and search tools identify the multifarious encoding schemes—lie at the heart of
significant challenges and costly errors in e-discovery. It’s easy to dismiss these fundamentals of
information technology as too removed from litigation to be worth the effort to explore them; but,
understanding encoding, binary signatures and the role they play in collection, indexing and search
will help you realize the capabilities and limits of the tools you, your clients, vendors and opponents
use.

To that end, we're just getting started.

40 Turning all that binary data into alphanumeric data has a dark side in e-discovery reminiscent of
those apocryphal monkeys at typewriters who will, in the fullness of infinite time, type
Shakespeare's sonnets. Trillions of seemingly random alphabetic characters necessarily form words
by happenstance--including keywords searched in discovery. Very short keywords occur in Base64
with alarming frequency. If the tools employed in e-discovery treat encoded base64 attachments
as text, or if your search tool doesn't decode base64 content before searching it, false or “noise”
hits may prove a significant problem.
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. # Exercise 6: Encoding: Running the Bases

All ESI is encoded, so success in electronic discovery often depends upon the ability to
extract intelligible text from encoded forms to facilitate search and review. Each of the following
guestions for you to answer is encoded in a common digital format. The first question is in binary
(base2), the second is in hex (basel6) and the third is in base64. Decode each to find the three
guestions you must answer in this exercise. Again, decode each to find the question, then answer
the three questions.

GOALS: The goals of this exercise are for the student to:
1. Decode each of three questions encoded in various ways: and
2. Answer the questions posed once decoded.

You are encouraged to use free online tools#! and solicit help as needed, with the proviso that you
must be prepared to demonstrate your solutions to the problems. The tasks should take no more
than about 15-30 minutes. The exercise has five parts (Questions 1-5). Answer and submit
responses to all five.

IMPORTANT: Please don’t try to decode these by hand (an electronic version of the text can be
found at http://www.craigball.com/runningbases2021.txt). And remember: Google and Wikipedia

are your friends!

Question 1: Easy

01010100 01101000 01100101 00100000 01010011 01110101 01101101 01100101 01110010 01101001 01100001
01101110 00100000 01100001 01100010 01100001 01100011 01110101 01110011 00100000 01101001 01110011
00100000 01110100 01101000 01100101 00100000 01100110 01101001 01110010 01110011 01110100 00100000
01101011 01101110 01101111 01110111 01101110 00100000 01110000 01101000 01111001 01110011 01101001
01100011 01100001 01101100 00100000 01101001 01101110 01110011 01110100 01110010 01110101 01101101

41 Examples:

Binary decoders:
http://www.roubaixinteractive.com/PlayGround/Binary Conversion/Binary To Text.asp
https://paulschou.com/tools/xlate/
http://nickciske.com/tools/binary.php

Hex decoders:
http://www.convertstring.com/EncodeDecode/HexDecode
http://www.unit-conversion.info/texttools/hexadecimal/
http://bin-hex-converter.online-domain-tools.com/
Base64 decoders:
http://codebeautify.org/base64-to-image-converter
https://onlineimagetools.com/convert-base64-to-image
http://www.freeformatter.com/base64-encoder.html
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01100101
00100000
00100000
01110101
01101001
01110010
01100101
01110100
01110010
01100001
01101001
01101101
00100000
01110101
01101111
01101001
01101000
01101100
01110000
01100100
01110010
00100000
00101110
01110010
01110011
00100000
01101111
01100101
00100000
01100101
01101110
01110100
01101101
01110000
01110101
01100011
01110101
01100111
00100000
01110100
01101001
01100010
01100101
00101100
01100101
01111000
01101000
00101101
01110101
00100000
01111001
01110100
01101110
01100111
00100000
01101110
01100100
01101001
01110011
01101001
00100000
01100001
01101111
00100000
01100011
00100000
01010100
00100000
00101100
00100001

01101110
01110000
01100011
01110100
01101111
01100101
01110011
01101111
01101110
01100010
01101110
00100000
01110011
01100011
01101110
01101110
00100000
01101001
01100101
00100000
01110011
01110001
00100000
01101001
01101001
01100011
01101110
01101101
01100001
01100100
01100111
00100000
01100010
01110010
01110000
01110100
01101110
01100101
00100000
01100101
01101110
01100001
00100000
00100000
00100000
01110100
01101111
01110011
01110100
01101110
01110011
01101111
01110100
01101100
01110101
01101111
01100101
01110100
00100000
01101110
01100100
01110010
01110100
01010100
01100001
01101101
00100000
00100000
00100000
00001101

01110100
01110101
01100001
00100000
01101110
00100000
01100101
00100000
00100000
01100001
01100111
01101111
01110101
01101000
01100101
01100011
01110000
01101110
01100010
01100001
00100000
01110101
00100000
01100001
01100111
01101111
01110011
01100001
01110010
00100000
00100000
01110100
01101111
01100101
01110011
01110011
01101001
00100000
01010100
01100100
01100111
01110011
01101110
01110111
01110101
01111001
01110101
01100101
01100101
01101111
01110100
00100000
01110011
01101111
01110011
01110100
00100000
01110101
01100101
00100000
01100001
01110100
01101111
01101000
01110100
01100001
01100101
01010100
01010011
00001010

00100000
01110010
01110010
01100011
00101110
01101100
01101101
01110100
01000011
01100011
00100000
01100110
01110010
00100000
00100000
01101001
01100001
01100101
01100010
01110011
01110100
01100001
01010100
01101110
01101110
01101110
00100000
01110100
01100101
01110111
01110100
01101111
01101100
01110011
00100000
00100000
01100011
01101110
01101000
00100000
00100000
01100101
01110101
01101000
01110011
00101101
01110010
01100011
00100000
01110100
01100101
01110000
00100000
01100010
01100101
01100101
01100001
01100100
01101101
01110100
01110100
01110000
01100111
01100001
01101001
01101011
01110110
01101000
01110101
00001101

01100110
01110000
01110010
01101111
00100000
01101001
01100010
01101000
01101000
01110101
01110100
00100000
01100110
01100001
01110100
01110011
01110010
01110011
01101100
00100000
01101111
01101110
01101000
01110011
01101001
01110100
01110100
01101001
00100000
01101001
01101000
00100000
01110011
01100101
01101111
01110100
01100001
01110101
01100101
01100001
01110011
01100100
01101101
01101001
00100000
01101101
00101100
01101111
01100001
01100001
01101101
01101100
01101111
01100101
01100100
00100000
01101110
01100101
01100010
01101000
01100001
01101000
01110010
01110100
01101111
01100101
01101001
01100001
01101101
00001010

01101111
01101111
01111001
01101101
00100000
01110100
01101100
01100101
01101001
01110011
01101000
01100001
01100001
01110011
01100001
01100101
01100001
00101100
01100101
01100011
00100000
01110100
01100101
00100000
01100110
01110010
01101111
01100011
01100011
01110100
01100101
01110101
00100000
01101110
01100110
01101111
01110100
01101101
01111001
00100000
01111001
00100000
01100010
01100011
01110100
01101001
00100000
01101110
01101110
01110100
00100000
01101111
01101110
00101100
00100000
01101100
01100100
00100000
01100101
01100101
00100000
01101111
01100001
00100000
01101110
01110011
01100100
01101110
01100101
01010001

149

01110010
01110011
01101001
01110000
01001001
01110100
01100001
00100000
01101110
00101100
01100101
00100000
01100011
00100000
01100010
01100100
01101100
00100000
01110011
01101111
01110100
01101001
00100000
01101101
01101001
01101001
00100000
01110011
01110010
01101000
00100000
01110011
01110100
01110100
00100000
00100000
01100101
01100010
00100000
01100011
01110011
01101111
01100101
01101000
01101000
01101110
01110011
01100100
01100100
01101001
01110101
01110100
00100000
00100000
01110100
01100001
00100000
01110110
01100100
00100000
01101111
01101110
01110000
01100111
00100000
00100000
01100101
01101011
01110010
01110101

00100000
01100101
01101110
01110101
01110100
01101100
01101110
01101101
01100101
00100000
00100000
01100110
01100101
01100001
01101100
00100000
01101100
01100001
00100000
01110101
01110010
01110100
01010011
01100001
01100011
01100010
01101101
00100000
01100101
00100000
01100110
01100101
01101111
00100000
01101111
01100011
00100000
01100101
01100001
01101111
01110100
01101110
01110010
00100000
01100101
01110101
01101001
00100000
00100000
01101111
01110011
00100000
01110100
01100001
01101111
01110100
01101100
01100001
01100100
01000101
01100110
01100101
01101000
01100101
01100100
01000111
01101110
00100000
01101001
01100101

01110100
00100000
01100111
01110100
00100000
01100101
01100011
01101111
01110011
01110100
01100110
01101100
00101100
00100000
01100101
01110111
01100101
01101110
01110101
01101110
01100001
01101001
01110101
01100100
01100001
01110101
01100001
01100001
01100100
01100010
01101001
00100000
00100000
01100111
01100010
01101111
01101100
01110010
01100100
01110101
01100101
00100000
00100000
01100111
00100000
01110100
01111000
01101101
01110100
01101110
01100101
01110000
01101000
01101100
00100000
01101001
01101111
01101100
01100101
01011000
00100000
00100000
01110011
01101111
01100001
01010010
01100011
01111001
01100001
01110011

01101000
01101111
00100000
01100001
01100010
00100000
01100101
01100100
01100101
01100001
01101111
01100001
00100000
01110011
01110100
01101001
01101100
01100100
01110011
01110100
01100011
01100101
01101101
01100101
01101110
01110100
01110100
01101110
01101001
01100101
01110010
01110011
01110010
01110010
01101010
01101101
01100001
01110011
01101111
01101110
01101101
01110100
00110110
01100001
01110011
01100101
01110100
01101001
01101000
00100000
01100100
01101111
01100101
01110011
01100100
01110100
01101110
01110101
01100100
01001001
01110011
01110000
00101110
01101100
01110100
01000101
01100101
01101111
01101110
01110100

01100101
01100110
01101111
01110100
01101111
01110010
00100000
01100101
00100000
01101011
01110010
01110100
01110011
01110100
00100000
01110100
00100000
00100000
01100101
01100101
01101011
01110011
01100101
00100000
01110100
01101001
01101000
01100100
01110100
01101001
01110011
01111001
01100101
01101111
01100101
01101101
01110010
00101110
01110000
01110100
00100000
01101000
00110000
01110110
01101001
00100000
01111001
01101110
01100101
01110011
00100000
01101001
00100000
01101111
01100101
01110101
01100111
01100101
00100000
01000110
01101101
01101000
00100000
01101111
01100001
01000001
00101110
01110101
01110011
01101001



01101111 01101110 00111010 00100000 01010111 01101000 01100001 01110100 00100000 01101001 01110011
00100000 01110100 01101000 01100101 00100000 01100010 01100001 01110011 01100101 00101101 00110110
00110000 00100000 01110011 01111001 01110011 01110100 01100101 01101101 00100000 01101111 01110010
01101001 01100111 01101001 01101110 01100001 01110100 01100101 01100100 00100000 01100010 01111001
00100000 01110100 01101000 01100101 00100000 01010011 01110101 01101101 01100101 01110010 01101001
01100001 01101110 01110011 00100000 01100011 01100001 01101100 01101100 01100101 01100100 00111111

ANSWER:

Question 2: Harder

54 68 65 20 66 61 6d 65 64 20 45 6e 67 6¢c 69 73 68 20 70 6f 65 74 20 61 6e
6f 75 73 20 70 6¢c 61 79 62 6f 79 2c 20 4c 6f 72 64 20 42 79 72 6f 6e 2c 20
75 67 68 74 65 72 20 68 65 20 61 62 61 6e 64 6f 6e 65 64 20 61 66 74 65 72
65 6b 73 2e 20 20 53 68 65 20 77 61 73 20 72 69 67 6f 72 6f 75 73 6¢c 79 20
20 69 6e 20 6d 61 74 68 20 61 6e 64 20 73 63 69 65 6e 63 65 2c 20 65 78 74
72 79 20 66 6f 72 20 61 20 77 6f 6d 61 6e 20 69 6e 20 74 68 65 20 65 61 72
63 65 6e 74 75 72 79 20 62 75 74 20 69 6e 74 65 6e 64 65 64 20 74 6f 20 64
68 65 72 20 66 72 6f 6d 20 74 68 65 20 6C 69 62 65 72 74 69 6e 65 20 69 6e
6e 73 20 6f 66 20 68 65 72 20 70 61 70 61 2e 20 20 53 68 65 20 6d 65 74 20
69 63 69 61 6e 20 61 6e 64 20 69 6e 76 65 6e 74 6f 72 20 43 68 61 72 6C 65
65 20 61 74 20 61 20 64 69 6e 6e 65 72 20 70 61 72 74 79 20 69 6e 20 31 38
20 42 61 62 62 61 67 65 20 73 68 6f 77 65 64 20 68 65 72 20 61 20 70 72 6f
66 20 68 69 73 20 64 69 66 66 65 72 65 6e 63 65 20 65 6e 67 69 6e 65 2c 20
74 20 61 75 74 6f 6d 61 74 69 63 20 63 61 6¢c 63 75 6¢c 61 74 6f 72 2e 20 20
20 73 68 65 20 70 75 62 6¢c 69 73 68 65 64 20 61 6e 20 61 72 74 69 63 6C 65
65 6e 74 69 66 69 63 20 4d 65 6d 6f 69 72 73 20 69 6e 20 77 68 69 63 68 20
75 64 65 64 20 64 65 74 61 69 6C 65 64 20 69 6e 73 74 72 75 63 74 69 6f 6e
74 74 69 6e 67 20 74 68 65 20 42 61 62 62 61 67 65 20 64 69 66 66 65 72 65
6e 65 20 74 6f 20 63 6f 6d 70 75 74 65 20 42 65 72 6e 6f 75 6¢c 6C 69 20 6Ge
20 48 65 72 20 61 6¢c 67 6f 72 69 74 68 6d 20 61 6e 64 20 69 6e 73 74 72 75
74 20 61 72 65 20 67 65 6e 65 72 61 6C 6C 79 20 72 65 67 61 72 64 65 64 20
66 20 74 68 65 20 66 69 72 73 74 20 70 75 62 6Cc 69 73 68 65 64 20 63 6f 6d
6f 67 72 61 6d 73 2e O0a 51 75 65 73 74 69 6f 6e 3a 20 57 68 6f 20 77 61 73

6d 61 72 6b 61 62 6C 65 20 65 61 72 6¢c 79 20 70 72 6f 67 72 61 6d 6d 65 72 3f Oa

ANSWER:

Question 3: Hardest

Content-Type: image/gif; name="unicode.gif" )
Content-Disposition: attachment; filename="unicode.gif"
Content-Transfer-eEncoding: base64

RO1GODThgAG7AHAAACH5BAEAAPSALAAAAACAAbSAh/ // /+/v74yUTPfvI4SEjGtry+bm51pjY729
vc7wlvf/98X0ozmtrc8wIxffv5t7e3nuEh]yclFpSwpScpawTpUpCSswItUpSSntze2tze97v5kiC
OlpasrwttbwtpQgzEObmlvf3/zoxMc7e3q2trQAAALW1VZYtpYYEhN7Fve/v3sXOvQicpTpCSjoQ
SnuEa3u9a6buUbuUnM6GaUQUNMQGZzexala5t6c5kpapd5C5pxjQq0z5glatd6éctd5Cta0ztXveonuc
OomtjGRBawnveEHUcEHtzcOpazkreEEoZzhEozzkqcEKW]1Gs6St7elt7m5iEhGUIaGdbwxwve5ine
5imc5hTaMRTapR1a7xneMRkZpRkz7xmcMRnvYxmtYOre5gje5gic5hnoyxmmy6wuTObF3rw9rxtcC
hHsQhKU6GXvva2sQug29a6uUQGUpawt7wva2tta3e0jopGa2c0q3eEK2CcEIyUzjoxQjEIEEpa70ryv
YOreMUoZpUoz70qcMUqtYXAISkroyOgMy2tawgwMallrc5xrhk1Cchk0QhM703n0ETK3vad4yEc973
Ut73Gd73jDEXMUpSOpYU7+82j08Z0u8zY+8ZEM4ZjM4Z0s4Z2Y84ZEIJyMjHErYxkpMmd73va3mnHtr
5u9r5u8Q5qljEHsp5Sntrte9drte8QtXsptYzmnHtK5s5r5s4Q50xjEHSISNtKtc5rtc4QtXsIitalt
nk3m7+/0j09aj09a0u/00u+Ujo+U0u/0Y+9aY+9aE0/OEO+UY++UEB1rEBTrhB1rzhnvEBkphBkp
zhmtEFKtpUpSWozm7870jM5ajM5a0s700s6UjM6UOS70Y85aY85aEM70EM6UY86UEBTKEBTKhBTK
zhnOEBKIhBkIzhmMEFKMpzS15qwlvbw9lmut3mvvpSnvpSmtpuqt3krvpQjvpwuM3mvOopSnOpSmM
puUgM3kropQjopcXF1lntzhFpryxApwgVjY5TFnO/m5n0tpebe3kpkezpjwg2Mpeb3/3uMhP/v/wAA
AAJ /AAEIHE1WOMGDCBMQXM1woCOHECNKNEiXx0SWLGDN(3Mix08ePIEOKHEmMYpMMTKFOgXMmypcuXx
MGPKNEmzps2bOHPq3MmzJ0QFFYFWNAUGAL+HARIM9cmUOATHIISWRPCASIMFSzkqUIEg60ghAPgp
ILEQKFiCCxYMdOD10ZQNkOo6ckAgTAIEIDhECQBGAAIMKCXASTPD3YARIKCSO1U]jYpooKDi wwEHWW
AN6MCDDg+/hAggakD+BcVIAAEhQOITZz0Yujg8I0PAgZuUIjBwwSB+IKo+tIBhaYAEC80AXxbcgQdGO
SVUscLJaBT8VVIUQiP55YICqVvzcTFKAA39UH2QGA/1+g20naole1MGAQIEDazfhGwPi8qcuDsQvn
VU?qlh5y8cCpkAhW0/33QFJOZLerOQVJva3szT11HKrCAFGJJth21kUHgANPondngihU8L
aa lwHIH4JIKAA+QtddYgETQYQIQHIiBCImepMEKDAIJinWlpvQXceApx8dmFbKuBolIYIArndCmws
IIGB5wXghBRPUITVCSVGQOAYARRY1W8QSqKkQARMAOIACT3zpnhQy0sVBIM4CQAAGWH20gQOQkFBd
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QyscIABZZKkBRABQLGCDBBZYMWEKFFRSgAAYVDAKFBNGRUYEEKCBg2yATnOBPnghI8FgBUVKk3GQb3
gP9awKcacCKBBHdAc+GkFJ11jx6SYiQEHCArYgNgsEFWjAARQERFbQIGOKFEABHFTAgAA3ipBMARSQ
4MSttHICDgBQOFEBFAKsUICthEFXZQUYODprXNVgEAEEkBQB%nerCVAmZOUoAIuVXATWMCdEZp
pZBE4IDATSqwyboYaDBIC3dJgIFaBh3wgqx17AsDICS/gkQGeAl16xyCQpCVBAQUS8YMEFYIajH7IR
rNAbATBJj4BQBtNNrQQUELOBBARhIUIVZAdwW6WQVIFgBABIWE+gAKFVDA78t6VSABCedGgMAGST8W
i7srbIBBbAxhsITAUGQAT c8TF5DBYMQUKFUEGXT/AAKCFkiAABT271YBAXAOQIYEADATAL4ACEeXAA
Pw5IWDN3UPCDAThkZADALBMQEXSdZjDwgAhdpVzU50XAILI1ACRDLG20D0IWgiR4NNWbDyBAwWgac
tAnJALYixIFoAuVvV91By29gQooexU8wIFxIiywMQAtaGABAYJLAMCBGCwySFEbKHBWAIyMeyUjMStQ
QQYkdEKZm88kM/XGjNv2QDIjKIA5CRhwA1T48QAaVUAAE2DUIMYgpO0GMwWCkpk8BCOPE41210egVx
WNpEJOBBFAACf+OAYCJQABICYAH24ORqKECADTXQIA7YRGWGgYATKAOAHGAAZOaSMg/YLOgtuM4G
/34DDk5k4AEVEKAUEECACtjmgQrwgodgjsImDAAKADHWRLYQ]Y5IHNSKMACOhGB+NBSXgVOEWDV
JTUEOHF8V4KIZzpZCAu4x416e+1w8HHAPDHA1RIBANXNIEBSYFMIXGAAbQCcxgqQRgIB4yUgANWSGI
EyiAAHNIhhPEBYAXCKAC4QCATUgAgaREIDazMQMkRrASAGWAHgMaFOE44brk5XED4N1Y+7QkgQs8
OCOVMAMGBHOHBSihEACWGWLA4YQTXEMgC4CAItlELWBCIJQRyEAEBkEABCAgREI55V2KtWC1FUAK
COAEAIRpPLIrZgAALQ8QYTrqeAE4ysIApQWGSMZVIF140MiVIIGSPaRAB4xsN3/IDDAOMgzdg84A46
M8Md4GCG1AMFADNEWFgKYMNUgUOFQGECMOPKLYQUgBERIAADENAbADAGAT ewV8WEUKCASCAeZgDH
AyJQSyTAgBP/QsgGAaADOBUzmD1TwZ1sCV5vwlCiTAETAE/fCgTM2JHANOA0I9uI41SBgAghowSky
kIADEIARmMdscVGARGASAGGNSAQOCC] BPRhxgUCPpg3QT8MVAAVCABK80dOPBFgkHOIZNA2USYOICB
RD2hTatcASQSgQD250mEkDjUCWYhgcdVQAVi FIwCVVDZufGNU4b6QABUUANBGGMWT YiAZ5Xxw12T/
zYsREogAowiQuwi8AAMIrEMC/LCCLbKOAE1 cYXAWwdSAS5AACACYACBAjgmc7eqlzq2UTuCOAB4C7r
YiRYJdh+B4cHT1G9QkuRVy2x4r74cwA05jR/VMgAZDVQYANBO1UA8dQI8CG67jGAAAMahGZzdIARIe
iAB8CWivZPCLAd/6DME2SQGLQYACCPDAHTTASWGPYBPP1ITAXMTUAh8EA3gIgHPDUL9UNGBO16q1
bALV2RWMj2gmxogKZLuxBIjGmwDIDAMOBLSqRBMOmwgAAkawAguckAQRCHBUAXCQIMEhALMOGKEC
QBULQEVUZ+UUBCBgVIrG8YC41SJOKDVOAAWW /wIKTMAEBMGPTZxgp215ANAESWKg2UMBOp0aP/AxX
CydkYLOPVAFVNGEAT/BWYSgWpWACMAtGhIIgAUBgBDTWYEQGIQLX8EBAASAFOViAgeHgrQcCUNGp
BCckMATgBCRhhHCCIYGOrrQpt8TLUgZiBBNwtCrBhOXYB6AYOjMgAACYggFj7hY8TSB8AYLA24RIrT
AWIiwAOKEOAJRCACD+AWNOVpP16M464TxyI35LKNKRpAADhqYXxamkgFG86IKAGTCO+UgpAH+sgDK
W4A97vwhh1iBY7HRWIAV3U1luk0AKBVKB1CNAQLIS4AVWVCipRq0QSGZRIAFO1bhkORFOqg6CHTIP
eT6pezCPE2tQ1y111fH582zQT5Cgrb703a47ytwCyIYTkOD5ITnSE+EMOCQ2KVSpPCEPSTRMk10k1i j
Tg4TGC1GIk4vekSESNKVOCHHCHMAE31iedzz43CF 1hOnamMmcL1ov095wOR+kTOsvaFyNOkbueIwwLe
FI7c/elDT3vdT7L3nQy+IWT3SdYPjxLGdz3vIkn82xfvkIn/RCNOP3niay75s6fsLHE9VXCYDSEA
robgBhGK1vAE13k/5bnz+/xBkudmpcLd6UcveFhyzncIelz0vTeLUFTQQIROne+Fn5fruz8Qjm+x
8353kwooQKkdhwx3oark55kfrraheABzL8UT/QBvIcbOIvspxkdG5r/8QD1Kd67mxzTvdhHOtz4sB
igrag/ix/18fLebxIXxD4UAAGFSSgUKYXNXN3IXSEMV4xX53]SUXCIAXX5EO0ADEYCrdUIFwWCFUpnmi
RthOnpuYgHZoHtS5ny4C/zUn6Wd4EwFHORIYKX5SE+AWAWSAF3ng1JALRwlngAAx+HZ+5FSF
C4HRNXCNnpDpjET21VAFy4DMD1DVLAOMG4ytQOCZKtgk6c2zIIXAtSBBbeBAX+IU08S2Z8yHXORAT
ThDQKRQBOALtsTT44BzYRMFNNT FIIXpDAWA] cG8q00ZFgW1IsRX2YEjoMYjQQTnudUADgQ8V/zAX
BWIA3jGI3tFXAbCGn8cIBHAUk41GmMLhOjBMAGrCGnPACRWGIb9gTb3gglwEUaWiDyTI0AriGcegV
6IOFE6IAYYQ8eFgUKMAPTGMPAZACYCCKReEdaKgC2nEdGpAUVb1C+KAB5VaGR5F7C6AONXEISFYG
j2EGZ6EC8CMFP6R60UG5VNIOCYGKSXMA9QAB/tAKRTGIi 5Y2QOEBHFCMANAAOKFQ] PBMaUQQHUAZ
C4APVPIUX+VXVSUWEGKIbhIAbIGG12GDkdIevhgiRdEeqth3B1F]/3gYFSACCiMBPDEIEUAV]IAY
pAUAm3AHLUMClbIJ£1IBbOUQBZYG/uCIUP9gOiyjNijhebSAuSTAJOyH78jAXOGCRuQRAORA000
ELOWAVC]PUJ57AVEkgW2AHLQCbPgK4nxBICRRWIRPMg1AgegAq+RVRUATHQGLCQQK3 IWAKACZ51y
SpzwAbZTACPAAi 2wAYrhQvjzQm7CIm4kAcICB1DQCQMQOX0DAAdwB00zCI3QWFADChRBABWACEGW
AJCgKUM2KR+WUOMAT1YINImhaFATe2TACBggGpxg0s9VAIOCARMgBRIQfw4wMA2DABIAMVDQAr4 j
ARXAAI5YBOVTALACPIQiAvTYkBKAMKUBCU9gBgeQKs4pMhMgFG4UjZxwFIXwGUCRNDIIGBj /wASe
YDp8qSjIIACIsALI4ISThC8V0OCaEkzE31HUBIWEkOB8AgAGEEWKTMCIWAGELUD4MADVMMgK2ZYML
QFOB4ERVMmMpPDASUEVBTeVAGI8ALPhAENSEERWB4LSAJYAA+QAWR3IB5MGDkVMCIQECLBEOeDSKEF
SAIXWDYCMUZ4QEM2dQKMMFIDETgKCAGCIQI1hhfv0zhwiDwomBbIYgH2 swISpvMpGkzZPoFDI1Fyw
I5SpEOMTEDgagEI98UBYIGSXQFQiYUKidAT8QFoWQiwQYAEGIOUkup+ZkQFz1UeS6EQA8KLI5hQB
UFUY4DPTwiuyFVec8HCMg4RSg0Sghsec/7Ac8amb0jMurT1X8RA811kQBQRFDSSIKHTXBBEJ16ZP
DnUZPDVLNuM4AbTOR5REbkSehuCh/cMocuBUXQgFD8QIVSFH1gIBmMyIAM4QV4qIx37agZIFEbzEQ
KFYZB/BAquQ/NBZWSZK3YkinoZitrNODGA9J9AyoGOD/qICjOngLqu9FJn2Qc%20cUGZV/SSI
ayNDESeSCRQII4BRACAHSTEB8UIX4PoEUTAI+1eMGEAG5YNBZXAAIGAFAPEBEXC] 10KjKjkBwqR/
Qdso/uNtmxzHdyQQtET1gqEkBVE9OMUiM5VYMABOhB33ZpHZzIELPVSEGShZzOIXL2QGyWBXWT8hm50R
UBSEruwObyMQD 1ZCABSWCZKCIx7kbTY2LhEAOZzO4rAJhBoghl/70TFUWCYKhAB3aFoQwngPhaaBm
Bp5TOt91ierlROtbzGaECBSCAU4ATEBpPgsqTXCcVSZQLMDND1EANhFSWNQAQ+goUDOBPC1LFDQAJb]
XFgOKB5AB1ZyAhQQONS1ALNT t2sTAANZATGALWe2AJ0DAMCFbICAVXqZzAUCWg3BWIYPWATSWASCY
ABMWAHAAMCL zYKizAtWzCUw7EKmMiABIWAg7Qg7RBNg1iBgtYQHEYCNDjK111ZyIQDtLZ0ALgRS0]
STR61x07AnegT/HgPhMQGE2jFKkODABT/VZs05CtGFQ/1BAAeMAhOIATIQBskFBhnFACDCFBOXCZO
0oY1iVvwHgOEOECABI1KbDMjId26P6S12x0XxaDCHGDIAALWLEDYBzVSXUYMBKbALF5SWT6r1VkjuUCSE
WACWIXTXSQYE8YXICrEbxLoL8DUVMWICWAIgulgDcGDfFj3B1ADhoGIO5VaFSRCUX]jFtBmMQRMAIB
QAJICfGuzsFghpGgnFC8ECTRDNgEhgm8DoWga6g92 swkoRQD2YAbbVTEAYMQnoAKzQQBx8hez8wbg
5LZ711y01U0B8AIEQAbh4A+y5VODYX16FmpBFnvigRTgdk1bLBgBOA9+scdFAWT48191 /4y1d7QA
/pPBTEncdEDBMUBMjy7RI4eAEZCEmqgoegkkwxuyYmspUbeIEPCAZAAGAHZXRCWYVUBUAAThEVXgFn
L+ABG7Rt87IJlZFUSGZ1eRWBKgAODZBpTgFABFAV4PY5apEAe9IVBHbIa9MeBSXHaME28UAYr2y+
0OxUvn7Fy1MYPbLUNJINYBVKUC2+Y7ALChMGUPDqPJ0/Gfp4QBeKIz2qYAtcREdtwQrjdz/ReP5ScU
QeiCTnFuzUzZ1QCEWouchzXducYVOXsgOawEW+GF/HifReQJ5Cah670cQ4ict871+EXOWFEhNr4dp
zfd28vh/DSKkQTENNYGMbriMw5uUd71/9F0K7IbS+0dw7NOtTEH+ezgifoAPgRGeOBObIkTh9ydF7h
BDNFCMCRFVVGOFT2L3XiJuu3down0gzodjwXe2TIdPbXgcmH0ZOXezyndyjXd1Xx2fA9t0Ayxd9C3
ghbYhc4KeGXBRLD2g0z3EE53hBtt150HeJAnVZzBHkwtAOyaocWTNeIEH1Erogw5iect30ReokYjt
ddegZ1HOY/de/En%mdneWeXeZ9ddFsEfKUNFOsn22TtLI2meW59eZeVd86yliKdlvaZdEIx1709
0cJ3elum2Tttnl7ofFumd/jxeH+NOVgtlg5Xe0enhApw2WXNc1LBR4CTtFNmI1cAHgOb/KIPPN2pd
Z4HC3dt7PXsah9bJp30uuHK/nXK27XvSLXfTzdfG197x/dg4Ld2ydNbsTX9TAd5eSNxvhaXywtbh7
nXqvDct5QgaAiQ+5sdeuHdho7dOLSMOYTXRBzHX 1sX6YTXZc59G+07kQIXDmUeHEXXMOQAYCg+BYy
WXYeUHWGSQL3dN4UsdeJXFOjb4L4OFODde13eb3RO7JXFOAGfkghAO4C2Id3JyUGD4ORBMXZ3S
p9XxE19d3fKhuMkj3PRAbEHUCTY3CcQ+AMQW2UWU6FYQEK8NVkze FFCSUWCAITNUFGZXCRpjgnssBU
ftpcbe0zYD5k2LgIQUGY3cdgF9bXBpdPx6y7fP8CcEaOXN8elAI tQFaYMZx4ACa6ZMhZAAESGWOes
0JwrG187Ft87ECKkQPKE8xJIPuUliuguU02CZPWAZUgFhZzwL4TIhBR1ABUZZQrAUuEAggOnbqiHiK12L9
FN/mALYJjNh/iAQSWGbU+ZJs+auwk6XgQxjtVyr6DAGIYZDpINQIRPBHAQIHXXAWS 5bcuGBbAjdIm
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kLcoDxbQAXCmM/pOBI9FydFCRZA7wb7P+IUzkZOfxoehLALDe]jycg42GIBxDQjCmlGWZgAf/ZiBFA
BkkhBdr1AowMz/deFcOihU3ziKTG6SPIY5g2tH3X0ILhD2Yw67pIAhIPW7YczC4mB/HwI8ceADb/
s2rfVoIFp2cSP2307CYeIPPg4mlgwwXHVHSNOR/99gFICWAKEA8TSZEVUEpOmMVveckCDwB5Fhzch
5ikC4F8DAQItYCiBpIr4dogFCSQ8NEXCVIAHMCZT7UQDOZzjxkQEaBIgUVOAH4KVKnIAfc44qDUIzZ4
EgHB+X1kUzSDkIO5YgbxwAhkcjEUdRcbUAaDHWFNk5nQwp8CVABSITaFXRBILTINKyuiA7UI4GQC
eAcalKLI0GcdtDFfswCI8IQHAEK16j2zBAFKEESDCEB3EABKKAWEC++xkVIZz9TsLSkZUKhAPIACC
kAhIOORPOPvVCHpj4Ukp34KtzxQACSOnapCoV/9C+TmQr4YD3uAOSEYAHdnopZpUz2V8BgHMXKGAP
GJCDD1BCEgAOVAVYB+QOADGBQIEHFQQA21QgXCIADZ1Ui FAAQWAOBYWOBCBFhIAHE1DK4ZfQDCQV
GE2exLgCgwYFkAASIKghHAEJCgowVNBWOIMGSYQAUNH1gcsFKOU80QggacM3BUYAQEBCYYAEQJEY
IgAgggAAGE40WDGLWWIGCAAWEhAhKXKIJA7ANMCIBAASDDAQ1AAB6gOACCOOVOAACKYIZrqScLCA
BKQANMABUJAC3IETGeYCKAhgliASICokGKQBACCIDFHexSeiYQE4ZyeQIbBiEBZRGCSGGISMRP+B
3/41KZnA14UQA3PXW/GXIhhE/JME]j+F3AybAII2MBbCKA9jqBCISOVNCAYQIACY8hQIXgXxCWADQSG
mcf4wAKGeBEWNERQIAAATNLgwDkgkUgSUYCTcLZSgIBkYLIVArrsaggfDh50SDsCIFrBgwaKcvCl
/CK67AGnVoiKﬂALyYSgnanSwETMKhiKOchGGQEBySABwAOSoMgnAlPAxKmBlquQASIZAkaAG
wcckQcbzR60xhwIgBf3uGMEX8i4DWIkCmtzAMWIQQGO,/htQCQAABFMCABEMYiKCCRFJrkgl400yH
J%RIeIITriK6C811HvMLowBAaijringAD/Ejpp7DGkantE7GUOAD1ZaJprFerCgAABQyCA
/TXBCZ+/AJjNtRMYCCcCIDIA784Cd7hCAnw3s00CFBwioQLax10wIgpwawoADASBBQIMXwgEAKkmQT
w00AvVQgQgIWD7HNNRY67] fUCIhjYCcBNozd+UKAWEYWEBCCgGQg600FPgSgALM2MRBAW? j84WSI0AQ
qB+7+koA7hwvYQHUXhJBqgkK4Ckj3qSAhARWGK1EASTEPRIjnzATaj1DISDWLajAGQSDPCOEST 4A
81Gg18FgQkCCgZIB4AB3MZIKAWIewuCArCQOIDCVINGAJAOYgQI+KQxiQIIABBTEgBNK7Cor/0YU
GQ2cdATlor4AKITIAxgk7AXmCBCgggQL6XK2AXIzKk3USCOL TUYBAGMFhAAGQKFIARBG1QWI7HYLC5S
AnB6juDO5wWrIYEXQU3pBgqIinrGhBwZjdS4M7Cwg6Luc+GDMESzaaJAvCQj60H4sqEBGvwg4 1s0C
uIsU3hEQrzztDRipIClIlg7PwagAA9feAjjRb0eT/NTVAUCSUV21A/geyGp/RHhABUTNCL4gCOI5
QG1lGWrivIQfgxmCFS700YBABpP28S01S2QSBZPy0Oh+gyrmcEOIxwgDJoJR7CwcjTgiYAipzEAUU7
DpgWCAIIYKV1IznWAibgAGg1]jFm8ECTFPIDOWMh4ASGSUAEZLATFUZADATAHTBUAACS1GpGC4BD
BC1kAhKCWAISAGAINQIBCi1AAWEWAWNCOYIMQIAETYqTGT5WpQiQYDI7QkCTDDWL IMHRZQE4AQT 8
I50EPEEDNXzMAkQiAARIUQVIPAGOFBMAKCZiBA9IDHNWUMOXaPEOWIwAhzwwggdOr4csywkc3mhD
J3RmBKOaxSObpAI/stGK5+FhDRWwgCVKEAETOCIWNCCIMd3uAaFaQahkmIMHIIBCK2AZskhghgs8
pDMBaCUZAuAAEjwHABbYTyAVchFVNEeAEhiFk3wagSQQpDcoITijDWL2raXCgEAJmIcf/thA
BVVcwCb384ATIABrAEjhCvuCkkawbz/AIM5zjnvB19ETg/bE5ZzZzpqc/T2MQSkNKEL/qIT4IW1CT8
NGhCUYJQhRaU0Q3ZzBPUs11CKvnSTFsXoBR+aUSBt1KAebagDsBZLjpb0PCZF6UU5qgBTKTSTL9UO
TBOQT5DGIKQYyxWJjt7vnSmiKPnz09CapwuTOUAFWNIT2nSY260NMI9TRIRV5UDSPUhEL1pkNT6kGB
mMNKHzhohCnDgefxRO6WW1Ks8bzTHW1rP85T1oFKtqESPCtSzwhUu1Vs3qTF220Z/G5ykoQRVZGOrR
s1gAQEQFjBT+SdwrXrwubnwASbcqlsfm/wRVvpHQLBCZE8HaVKovjKpOo5cpwOelnY+pzyJgA89wu
aJFFX3LASTT71mPJ8KOQYyUnagDTWNOCDAN9C1QOMGNODXnaubyXucUXFSCQB6AAH4QKS5B]StVm6C
hGPFCAIokNecjKpJO5XRTy2LkfqlzAPQk1ID+CFUOTQApP1 1BWHSXKYAFOAECZPIVQ/FhxbA6YQIk
1dz3Y6vP2GItvzcdhIMIgKqcHBgw2G0Ig0/DgE2ghBNTUYttTRLCrtwIMmsV1R0j1SSwvvc8eG2s
VjBQW8gkFXGPgTAypfbhecoxsbqck4sdiqoA4PguLCLDKCRGrrc6913SiEADXiZP51rAiv+kI0At
C+KBCGhACtBaQQQiEA4QNIAEK/01IFbSTwj4kTgr84BzFIDkJjFiOKUKABNMETWOSCASTpviN8lp
gFVCeQFSYEAFMGeSB3ACARGQN]/IWA/nNRmA/ZpBCLYEBAVP50gnXRYAUKADASCygA/jZDXIX0yRS
XAQBjschwKwAAtQIADzGdUHSEBCM1NIC14chab9AC+SKFJSC4zBiIAh39iJ1SPCAcqumCOXZJ
BF+yDwL+6QQCnPaxXBg1AsCZwwguUOSNNckI4u/0UxXb8k0OuFQQGRI8Dk2+hgoFCCBBi Tk 1PNkuQxm
YMD1IhQBC/AjAA2AAYdvCZQIdGABCS]/QI06LUgNX/0vydZAIL2NKjPIQREPgNisIdPtUBWOAVV ]
gAYKEBEY4KMTDJIDIE+RAACOCbNawi c4EOHBqSBAgYQOhuchpwgi/aQ4KnJBAZRNWhtvBaBOBMIbI
B9KQAHDAIggoanGkOOT?ITpGGAAJ9yzAAf8Fn{JQYn3wsGIC4BdKZGjss+aF5U4EanNDnBCuIR
AE1ignAH+6HS58BGgTw31ARFOQY8FYAaJHCDbz31IynC2HXxIAAIXXgZME7EGAMKP1AeCLWBO6CBWA
WKYJCYIDI2quOM2JOQEYKMABNSC2CezQICMEWVZSIgGpmItEhQjABtYmgSAQCBMVGIMH/+4zC5bT
fgGHIgAHAOCBMM+gDBa4AOH1QSIR1yp1BfhSBRigRTAFDgFitpm94pTpTghMLEeFPWTW8SIGEW4EZ
MGLEHU4A0N/igwGFrgAGJsowCARNaSLgBXCpPACMDEpP/ZOBEYAdYhkb40oAKh41+uoEX4gg2z3ijt4
gE24k1z5Ga0DAChgDkbwMCfoBBU7C67gtRZYgPg7AGR6DXJOATIYEBIYBADAFk4pCkrL1AFSiLFY
PgTWAAJAGOX5AL4Xg/T5IYIQIUTYANgZgdt4CU4YIVeBAAVIALPbNd7gnrwQvgZjBIH4gETgAAIpP
AXCSCMOqCG+CBBTRgTu4C4gIh/d4H/ /081 rowwAz+Am1ITIEQVBM2KUHbCITH2ID9uIOCMLVRMASQ
rJNNeIsanEVwIDHGDTqumzsMN167zYSJixaiXL4QSe8AoBuISI6Ac58aMVYMMAWBC5wAir64tB
4AczWMHyGbkFBIOU3D6RYZLG1 IcmHDU9MMR jUQE JGAFHKZCIOZERUICIChZOUIQFUAM/sid/aYh1
6AQKKKTMSAAIOQIW/ggWEETEIMIUPHLKCWAUUKYAOYSKZGIL9ITAQ/AsyeIEAHLWKMIVOGAGeOOYN
OTIUuEbYHAQBCiIfF6CUtkoINKkIENTRQzUBOWOgNVSQASWMFWPIAAEIHf+00KeIoUyID/yBKBCIAA
CFiBKgTA4CgIwaQMngmeBLSDBaAJAbgDFQgPVzkAZNUAd3GAEQQMEYiHWYi3NMEVAEAEOICMDNAT
rYgNiCBHDIGFPLGNQAJAHTEa+BiN1jCYs1AE40m1v1IBDMPIXVCMLKkGGWQhFY1mAGCMDDhAAY 51D
tLgQrvVCEACCRrKgSNkzGyyGM1gAAr+GHmimIOImAFVhBe+GE11kvqOCkA]jiAXvo7 TDMOUMGHM3AM
NUEKOGCSU0QKOF1eXqoNfPKAKROAMhAOMKgEEZSxvOGbhqCyc4yAgBSBZBAAe9ga8ugQ5SbEXYTOZ
uTQgqySBHYGCRO1HtICA4BAAPk0O/8UhIKEMALYZDRVIGR31UTgBBXI5gTIYhFgSkU+5gIjxnvol
h8EkKATjA04YAgetIAETomSNMgKOPEt7 jHhrZAG6UA1 i YPihgF054gROWPALYhAywwyewB6RRHOgg
g90gjVUCGFY5AbGgIDNQDO6BgPVLBgLgBZ8577gBgE5 rDGFLhkIbNEbQBYkggBCcYDaoQjmzZSHwwI
De5hTnAYiAg4g0icCg7AACNYhM8ZzA14A]jwxMEbuQp4gQYAGLTUgeDBgPTSRLNZ1s40AH5Yhgux
T4iwAIwZIFAOVOBhoHRZAWOhgf/Sjm4jgBV8GWF8j7wBOXrBgOAAKxXUY1CINKIXkiVv8FiAdGSIAA
aAl18MAYFIU124QdfclGp+IkmMQNULIORUAG2gYIR6aMamVMtY6AVIFQrUph4KDYVcKILewm+UAKC
4EZqg4AhYRUNUWSFYCCTIA7RODGQMWAABETHIASWSiDFIATICXYCYBSARSMKdZ8LdSuaSONATeggKn
UMAIGA4SeIFSgQPmMWDSEEYCOmM5r6YCOG8ABKtA8SYAGFjIAUEg6IWABY8YMSOCZQY7m+eECgWIYy
aJIVANTP6biXwIBWCOBXHILVVAZ1IWNOYptHWkMNQIACQtdhahMlYpsHdAKseArDChTUEC7MAE8z
OM9HwksLyBZwUIDTEWB80LZSUQV/R1sAhsCH1XwXBVghMxgSBDCNTwBIBKAQK+qX+1BANGq7F8w(
mPOmeXVA6VZ?qKULx20m+XvaVZrFIAJygDKXArs/rZ1quoOOrc3UCEFPap4xanVa11raqua
g8xarNxajqlal9qlekq3AHittMKkg2pmsrdOnu7ktru2qlrunt6uUotbwosExbkngmmeEOMsbwhgzoF
elgAJIXueKhmok2gbqIozaFwttf2qBTgmDIqttEGVTIrIzhChzhDzhiK0Oca0oJIxA2FBsoyCCBkgCn
U70rfXKAUYMMKWAI4k1ixi+LcwbUoJIPb1VIBRrukgtlchcIADHBalGLOBSCDwLUg/7bzk9PAt83c
wWJbJgzAS35agcm8ghtRXpOAHR3EPQLpPigPgBBghAVIgAbXMKO/iqIgYkoSKrRX4AAttGRehKKvQ
CgmJIgGRIt4YSACRsqHMiwnXFquUl1x9y9IFeOKD9hyapBIoDhBGTbBAIONYnovNsJgPDgmx47R6ES
kfi1EMIJjiAIZCCiCS3MBAA+4HVMOQU5A00VLCinQP3BWgKAPgAOLgDWVKLM5DXsIBWEICNSFJBTE
AH5QT6RQG7MAO0IchTuX1SS27HCcWYCIUQWRLIHPYKUTGI1Ah4HQHYPJjLwiSuqAEgIBzKwj8srmkfcC
DjmkN4zghHjgAB1SCOZCNITAGP8TSAUXZOCG2A3e+LugUTi IYAZ1GQSYGRI8W4kv9or1qg50WWQEN
2ITIWICNkIbGEB6IACtywvOeIGbQKbdFQOZXxD4zGCLC4ABACICIiITX0Zs2SwhXx3dOuKYDyGChw
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4QQocBfNUQLOS4CiuI3NgN5ZKAG+ERHaSyhGgAAeyg9wWCF4ET IcCSFOIWQAPBATQO47TO4Ea5asI
SAQ7YW4VOIAS+K4XKgABUAFZ02URSIQa9ZhMDc1sewGpAI2D8IsFkKKVXL4FkBYr7hsEqJtwoq5B
yLIwwMwOwT 1XdABIMIDXIXGAXohtRgThQxGikYpiahNp+RKgQWAOCACPUATHQYD/A+gIem6BB1A8
EkBGYOAEWXSEPJOAHKQARDAY1qGJGQEPLYGEGOREV+EAOBDL6ECAJQGMNCMABN1 I tBhAUNQUATUD
KOAQKWAStgmAD9Ch3T20MEr1ySwQqSEN3HgVDgCHg1AE15WAATgALZzk14FAC/auNRgKf2pBBODCD
RAYHJ6SItBiEBDC+UakKDUgAODS+Qcu94mEVKOMEU7wWXOTG5LPKZgkBcevocCbh4DEgjHTxjA1IAD
CKDOEMQ+DJADKNWAtYUAOSAAKI 1 Yxxwb/MAAEUhPT81iP73CCCBAOBRA+9INOT76CQXDWINpKATGQU
KA1Px9hmbDsg/KAgHfNspB3gL/+ygQQorCAtYOpdgnXIBWTgRDVXhXmORA6IZ5vCgGKIwgAHKkmwP9
HEYov43gBM3mbD60F2HECGXhFCMATA4CcgROZOABITO+ICrtBjwlZTZ6IAMuoDOhIZZyB]CIMhuAS
gco6gwQ4Yww4A5YhA4T7pQ99gDpTz2Bsk1koBFYJYhrkCkhp48HhCuYcgeDApduAgqgl 1r8Iydr4d
TUHohMb15YYAHO+2nDvgh+tMkizSQeHoQqDgvWxbvvHA59Vk Fdw2DyJJFtFgRZDKCT/XDNm2DzZK
hohYkswxC5+xD3/zN0csAKyg8gjIvunkgAY4AUXABILW]05DbaaTAWOAMHKOBPIOK49B+Bth2+YA
6ITw4Arh4AQpLonI5gd8EKODODWUIAD1IXY39cC/ABMzD5A1G2GFRga5xgTPyePMITIAMOgISvODpV
RAtuEVtQBADRZApPDOBZEN62YARWaQ3EYa1OGI%HkAKMdOIX3EEGqFSOOIALKJWDqBSMgIBZiAcr
PiIzcQLNM4NKCIL7U4FOQNM1FIdgIIFwIIGWuk TRKYyQiAcnQHEP39S9SBhgX5hgDBdXrwDjjiy4
3IAHOSYFUHQDf5edFhULeEGSTEMRKRX12E2GCIY5hBkCAQ8DNOk8/PG8KTbG2DOASIbpbRkVIAND
7xvorMe7yQ/z8wB24eKHYB3/hoaymgHFZU+4h0i1A29njIe2LHeYeLma6CpgAmOMAF8g9u2GAXUAG
g2EdmxuNCB1A/WGd8k1s1tzfB6hi+9aLjQu04dBPBIICMgiVQTAMUT jMNMXSCHIZt971ECbHEX]FE
sziBVOEAVOT1LDBgBLWPXdDMWT+dAL8KA+VEBTtCAMghCUuG7 EGQSABtAQUzMAAUMETbiAM/ploanD
tqcad4HiBJ11jDCcViM+EW082zQF71vVTFImkiAtMA37PpOXHGLEdgENkCKcFkJJ5Dfoh80udkzy4o1
AjhwZLme1bCbAtCLcn+AF4CDEHWXgUAIDVGWT76€6h1V65EWT ByNV+HAHYYH/XxQsVNmMNG 391 5zmF
DQTgCWBIhGgNAHUGKEICii/LCQQwllaCcIcAog8c90ieKrEkgqA5vV7gvA31M2LrCG5DXA01 TNFDD7P
Thi1IHXQEO/GUXBYNFbKCWMC/gCcQ1lGRaNTMATDIAADhAQEIDgAAL +AFQYOHEWIEL SDWASCCAgge]
CmBAAAXOgWAJAgB4gPAB1QUDNCXS+aAigAQkSA58CcDIk4EBzKiMiTGBAGCI8Y1wUFNDBQQISHIS
gKCizQAeEDCsaSZBORH+FKhUAO7BWOYLEAJAKBDOUOSRZargivFiTzgL40SUKhOAFH4qEVhTmMBCB
B4YqzLwkqYAfghvhG6IMOHaQRL1BKxqwOduhogIEZhg6IYVSLIcVIm20LUKWJAOECBt4UBDXNeyB
/FwPpD1wFOnYERmM6tt1QN/DfuiMwCB7RAYbTXxn0bry38Nw3myl/vhA7cwax4EQjQnN78dVUA4Z9b
j+3wtIDI39c7/86bPfz10sm3j28f//582NFIB+jOPnpEtjGXX0n+5dewbgAKWB+DASb40H]j6BTfg
Cy+NJ5wCBF4434L10bdvQkbp53+E/zUI4W8E3gedP7Wp6GBV7WWom4 jOgehavboBe]9tNaIo33cA
7gbbeC90WKI0toE0ZEQtvhcfkOxaz+R0Ot014nIwOrggl1bCK2SCGGVMomzZm+utRikb18CoKaNPC65
SWw9fFkmfcz6eaF57DkiJ1315xx1nam1oHS0SOdzekJHIgD1SgmeYcWigKYF2JIYIpbrGUXSmXbSONCV
x11634sKtChivY5Syez8NYrogKTxSUEBTGTOBKWZAKZQWFPGSQFTra+xaz8TmHmIJ/9tDngwa3wd
hbPfmbQFMNkKHQObayLCaUpedDw2SuGLvgOAhOKAOrdvVABROMBN1gjLOQATDSqeCAAFQhKhwzixF
AHRGQTAVVQEYd6UCFSARKRQN1Ivsf7RZIMGPEXEYyQXMxQudaABjEU4Cww0G0IagqwkRCBUNPghkG7
MIOMACOb9BgCPSVXQSAIHqroYwG54RARABHKk1GGWCYYC2ywz4I0cr7Y9IAEBGZCObgQkordABYEe
eAc+BSDsZ0SbEIAPILBhgFcBMbezgodkzBARAgwCFXVZ03pAAAYHWERABBOGOJIF4TiwnVkFgAMA
BRQIOMIDHMYCgROV4AXO4WQTTHQH,/P+2mIm92uTVQER10I6ACUDNHEF3GDT1gBj4AZzGQGCRjktoAT
Z1SLQAMgbLKIWQhovfcmCzjAUEMbv6ZCBKrbgnw7AcxCgAQCONdBZIRIEYEAM/SHgBNQMGDPAXJQ
YBYJZESWgPCErEBAVIOT8EL1nEBAdOLB/73CIgKgRPIWZDAYAR1yZKCBFFGHZAYBODWQSXHGT8FT
iQrgtokckywgqeNEPI7TAHAEbZILiAAjXBCBE]SUIYYARAQXJAFGIMSCGZhBAQHgAZIFQAOKIAB3
VAjDFqggAxThG3RS1674gaBreESFDCU7QAQXOTYX42E5PWNQSANQTAEUXWPQKUBAB/3WMAGAWAXGt
hi8nbMdpwUHAIAjATUI8gBOZzOF4EGMalzAUWbA9BgAQiUIB4rOAOANhB1CKYgOOF7TgqCABC8GAR
jG2gAAKOQAAY8L1kpLEACZBAAJ4gB4CIII2105499CaBBXA1GZVYZAYIILeakwwCBACABCTAWQQA
Z19kqIAG49gGXx9pSBDCSOQPZaQAIILAABFSDBBVAVKUFA5CEe6EQEKNACI4hABXdgACq1IOEHVOAA
HIREMUMOAd+hTJIGCTI4E7rZBSASAAIBI1S3DaYY4RSAMFVBEGThxA]1SSwAIMBFyAigBTE1gAIXA
JAEK8L2ARMAQE1hnQTOwgk E8YP8D2kMkBiAwiGSEXDCOMUUFB1eBCEBgMgSDQhoF4I8NqtIDA5B]
AcP4gjuogBMjOB41GIqzCIDBbIDDxx1e4XESroACGdgEQAkwi OFOhxObcMAH7GABew5CAB215gEQ
QIZz4SCF5BZCACgbCCAV5ETjauyIDVgCFUOFYAWVIQAI2CABO6IIT4HgYAIZKggLWIWAVEISCgFeA
CSADOFC4SQaouQAFUFV1jFDeXBI9wgABQM60OHWMAHIrNNS3UTgBPIEWEO8] 11 rQaIABbgDAqIak4dzy
wx7Bk8MCCOA7HKngBBﬂgSWEBUAAKMMKKgnPOIHKDAXCQ4WscthswwGCTgykAHD/GETtGDaL4ng
HruJwAZgugCIkI+BUHRAbE2HAWU2EAD2GIQGFtBZBVDSaq9ZQCEh+4ACROYOI4juQETWOgM8oFOR
UMQCMHaBESggKS41gRUDtQJI08MMDYUCNCSOYMBUQDYCQEIAZZuUaBbX7NCTTMAAI2MIgMQKIXQYGD
OfENPX+KrmtSCJsCOKABEQwWCsne5YgbIIAFrxuoMcdImAaplAgjMogAqLEREKmMG+DD1BT+2AC4B
6RBICATAGOAAPhCSATJAFQELYOAAQIDL 1 BAXVYr5GTkTgLG70sQMnHT hFRMrAQ044Q5SOMBFHOBP
ndgzABT 1 XMAKMAHOVSWZX4NE /WMACYBWMmAE?2 1 sbASBMMIEWAGOKXYF2AMAJ6Fkxu8Ut5g1cy8Rr4
0CFg4exhQ/zGAZzVOwMfHy5kvasPfgQzib4xQxOECAAKNkO+KO3yBAG4LAFQ+YaELeAJjc3xe5A]S
A5xQSSca2h0zAgAcB4iH8g413mk60AKc7IS1PZTFB8CXxIGH6NYAOObAbOVOYKVgZztGQPQZgl0hAPg
A0S1i0aYCkplaBOFXQNFWW5Hrhj0S9z5AUhWKj AFQAWtZOBKYACBMAKG1LXRWAh++S7YLOyQWOZT
AK+IB41ikcTvGhgPUBBDHBYZVS69pNAH2G5vZCcMKZzSORAIggbjhfAwQnB1B8A/P/Mgah5Nn4BOPNX
kMeJTrAbHA7panm8QGzYMCQBFABA7EXdAHEY9KdSAAijGCCranwL1ZaI1jRY7PthMn4BJAb+
NYU/UrzmkUAGOIH1TZbF1ARQAECDIEKIIADPCGAbQeXALO1RYIu/REAY4KaBDT+gXxR7HGGOOI/fm
VmywuEXjAD+JVvBUgNgAVgAANUSTNnD115AASTJISCMIh4TIAUCTQ/PChi2wrTesplwnDAGXyCBC8z7
PQKNOIJ/2YITKEG]OBFBBDWQD/7KgR+MOMB2ZUMWKChgEBXIyOebPu9qzUIR1PS8jXNCgH92cD2]
iMADGPAQEhi sIe8eCAK+Z5H/11RA/hbIAATs9hoSHES5AeLHCSDACD]RT2hAATTEATCQ]6HEAQTE
EO3AE6XXtQRISTRCAKQAQT ZAAWTLXIAEHLSEReyMB7wf61zEr2kNdIBDSgRAT 1AgAQYETKANRWGA
PqiEEwngZSGAquSaRFDZaEDeJVQyDACngr+FFthEOKjbBErVAsRMAshKScyCBungTyAUJCI
VOyAnC1AW6SFVCEEATCAFEQEGYCFCpggRThA7AmMAQ1 2abyyAwTjACZDAeASABeyaSqwAB7 3ECOhF
ZIZAFS4FXMQfwvDhUzwWADSIGSjzASDSbeMRTRAQIt8VE4WRAHSYEXPWgU4BF/1WOFttsCaOMT6UI
YmyYgXMFBOr0yYqQgYFwCSsCSSz04sQ1R/zU0tcODC2yIqPsoi6iyYoUnJHOImwWUNC/6YrfMIjEe
I4TwzDEgqhP0o9x430C6Uwo41YY3NsC6jM4q8kycmYxzBqyTLejKB8YyzuCTXConfwiSyKDKFEZIMM
IzZe46AA4340x311shzBIjIu8hTEKIZ7u09Toh2+Iyoy8CUGKI6UUIDYSiDyad4zwyI6M8ZEQCYZ1K
Z315sB8vhmTh2wgXgTMIAXXkSBGFQnP4p1ijjSHZ48SVCNhEakBz8eSUXOJE3WpE3eZEOGWAOOSN4p
gDFyOkWICD6QRKcI2kBgz/+NNU1ITI5u3IEDUpVP20NRZMVARIT10yF1V9pcDDuwaoIai6bEtVCuuT
HMp2/FFt4IM9EETBBQCrcCVF4iRcxqvczqUyAsARaY8CXI8UEMDFNKAEQIDV+EPQII4TQALCSAYA
ic8CYEFTkUA8tI9+ZNu8gQ/cGJ1BMBEDCACWMUBUWMAIQCII4AMMZY Jh5M4DEEAT1FACCQ4/WADd
3EUAERFQI9BYGAGCUwWYEHVEA8MMIdvCvd/izwBudvtogTdIBYjUD8IMAdoI6b3CE8QVIKCAABDICZ
PBHUKMAS 3AEQKQ8UKIA9YIpvbEBkK/Ix1bZIEUFBtWpsFWNEJLOYCNIUZAEL /IjQae7pkBGTABSYA
GTAAPPCAO70nBgCbS7YAJ6MOBKXAM1VARPWTtSUPpP/imcEaohE70oMbrGXm4CL8UPANVVhXGYFFzf
dnCAAHy ot 3WUAMBNXfZNXBGAPGQ1gsGD36AM8QHeQ] jBIDDELYHSOD2ACNRXBgDedYrABGQSCICM
U6YARIWFIShPaATUQ1RAhFUEIdwDZikPhv4pTmypXDICImXoQelTYeaXurXAAShBIkFAMZz3LAZ]B
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BSWAPshzj1bBmyGABcQgq7UL1ChAAQzZQ2DQXDHEhFUEL22SrI1AU9NDCGRVhGTSGalYBBYACTTA
vOCdTUaAPgAAEYgSBVCD/4Lmv8zED8rEwwRdi 5awqgmeqnOgmQRAwV 1B2Kp22AIgGdQEgAQkAZY9
WB1UACRQFYSIAL4QABSYWQF01hMQ2ms4galCqwwNDCOCAAXGSWFAW]QIACRGEWDMAhRIQASAWYCS
q6IWQQSAWAEWZAKIWLAUAIZWWATKGCRY28/1KvU4GhMpD/kAF6rek77mK3ykmy9g45AYRymu3M+c
Y9voq8EerJawCwwQoRdBgMhIio9wCzkeY8AirMve7EQCT kNWIzvKpINOimz0i7gMbMcmioQQCkM6
LMauLMtiZHmorDX0yS/Sy8DCbMveLM7SyoNCIDymYzrabL+gY840LdHy41iVvE9gpDXuQ2cgrTTkvs
9uyjAG3RTi3V7qLUVi3wzqg3wbi3Xxdq3xfi3yhq3y/84kqcaH16wM1lIril5AsQXyH]j5Rt12Cj1zRK
fLSkhNa13x1t3JbqyLqt0S7terAtbAjuLlbFz1RsbowthSruljLuljiufcRkRIKscRCuUOTYkcyAu
wmrul3KufPCDiJAIU3qjP3ZHf/jH3eAMQhAIPgTsIb1IQajEOkSEEXBAT/jk6XZH6051293IRFhr
myhkbLBhecwCU3psL4UHh5RjdzytuyhtbGAX6t1IfvTHiNBE7sbtiwRv914vSXRvI8ZG7Tovg5iB
QCCJfXjAKeFFTtFanOkSt7EgDFEVVnPaXTXtX7NBPjH1/WcsvjIempve/gDBMBKbGXFBaSQAuBD
Bf9UgBYy41058G6PtrwC1BwWODhOF2ZZMObcjurGyICAXFXL5UhAJcxZUYrmlkjpV85HioCr+ApIPM
bvz+q/T9ybcwwvGCiI6sXG8UhBXAhBQMATR0Z8XIwa6GLPO9Ih1F8SQRUG6INSQAP]1SZACTWOgAdU
g3M5RLsuywxbhAN/wB2c517sael6MIXsz054zC81ggPkBbeRgEA4OVSIiAKQWWNhBFX5DYazBWOt
gAJEiwvNigM4AWMZhErYjwpOuh4ugBmMpyH/BQkwwCyJhX/ygxTIwfvplAE8NOASUZR5SWEYpBOyk
yGC9sRS4hiGDBU1ikhgcghAstRwWbkykSoRy81Fbj/ITAASFIKNEQ4LIFOkCATI9BgCczARXZEJIkgEA4
EEbhoAtKfIUIQEBIGERFOIFSAMAEPEANIGCAWAQH6CkCeIDeFE5aSMRTFtpDWXRUHOYZMIEAT TIUG
Qx3QhcSgRUDS8UMHFAIN4Fs8jouYLkzcEdvAeKQ/Qk9EIGBTrRPOXhWQIUQI/gU4SACAGMQi ZuGk
NIcHMEAak+1jEQY5TdReKcDZz3UEL+ACWB6UUC225VEFYLYTAI7JEEHFOO+ar+2dv6VUABTIAGTIIA
LAAHOCCNECAgNCAGDMIpJdNe6d+HcoIyUQAee] IwBEAeE4RH49IhRQAUZMDCZFXVmuTle7ZW82HTq
/1TASCGN6TEQBXXUGC3AQonCATjAHWCAHFip6TCMBKRCAQZCMpPHBYXXADIKYQF FABWSAMUFDOIWA
E2ArBThA6pz10XDELMhBIYSDXkPAYg1CCzydRETCIpgBIDAABOTQ4ahr7HEEPOTRANWGBCBAb 1
AdDOBTCApPFrAWFUA3EFC5EXE/QTIBOADChSAaEKGYOBEWCAFkLUAINBGBATWi 8nYQZREQX2N3FWS
flyIjQ4EBVSTBNSTWIVAV7TCcNDXfe8YMo1xOGUNSGCUEIFTT30ABjGpA8T3ICunFg/1T49zZEC/Xq
PESy%FXEgvSGAAZCCAqulnntSOPhp5AYA+GS/89ACTIGQNSDD9SgnPBEXSRiIIZ72VtUGJ1ZXNE
q112hAKQ04MDgF02GqodjQbIwfpAwhMYhAROhCOBAAGE8Xwrj641BPoAgAgsiltxgEAZd0S4220U
WE4cmEFAQYtLxgkMQiEgNKu1pk+RwQdwk1zjRQVAZILF3giswASIaPDUaHCMAOANBCMSyx3kRA0OZ
JQWEa6NI2mrJ+CTL2GwwggQo02tIQGQIOdXURQSE8YtbROYX6ECkouc8QOQMWmIdgCIhTUX/RrdF
KkIETDONmhnISWROWhNAQACYjXMk41L1XAqQEK3YxQIsRTkgApvwdl2zkp13CUi7PSnMHz37SakX/
ONr60gaA4xkA5FzzhINGB1QZrMAI9BYCjQA51dMs0QS+rMABrN1iieVAURVCQTZdgSYHawITIifAd
pKi038CobcQmtEsCtHQD2TWOTM25MOIGSEEDPEEDhXBA2 5CTMUTN]BXCDEQKRGPM2NOCbFIFIPLZ
recJbAInyg2rasAx1fsLTCIB4MPLZIVFEBMNINOEWM1AYFgCPKEI75YDXEB/XGjQWEA+YLjySPBV
NGUNrpmt2codvMeBvjoTMQKT+1i4RYQYXQYV6YSkXtYIhB+eeMDIax1CyNGPShp61ltGz+0qQ3ccyg
MABg8WQMWRI5SRcA0BaiY4DYNIQTYEAYkIBD/5hezxFz18wCIPChjyUD6L2MRYUEQE/Zru8ZGXC3
B7QA5ynTTaPCdL1Xy126/q3AOTmodthDZV9QchnyfAJkwAPyOc9LRerBUlun4BcVR61jP26n0
FSL5BTB+BhTAloHYA5iBc8alCHtWfw3gxATfUXOwgAHZSBMWTBOBhMMQYyYW1GcXTaXDGAg1KdBnhw
AMAAA7XNXXCTCGFABpPpgBFIhRBkwYOGWUHE3ACzD4BDgFzrzAPbk6E/ZzSBqTEPRICV1ywothoIYyA
FEBCBNTAAQTAOV13d3JWBVUARV2NZIBTOZ2ExFkb3WxXxWBQMOWAQFi0EEECCXAFAvgDsIChmf8D
CyUUiMBhAYZBEaCAY15ABIQnD]jZUOBCggjOAChimTI1SQYATBFYS9EBAGWIKABBOAEBMhIiXFR4s
VOCBkaIIAFREEKCTYQOEmXAAGAEOgAUCACWICHrSgYCACIKaefBAQFQFEUgAWECABL8AESKYCCAP
70pEDBWSYLtwFr+F/hQ4SbvQb15wBEYAWLFArQB8IGgydIkzKIKAASA/WLWWKYGgCZzaRWPA2QgCc
bBX4MXMBTmMK/agnYI6Hia+JZBKKmVL1ASGMAD+AAIBGBjIYHVKViDr7WDD8QBBIOIENgQd6tCXx2Q
WIpAwokJICyGbuYSANWANBIpLBqug7Ukz1AH/40ug1rFdyZsI4H6AX8BYAQVTegCx70BLSa+0HIi0
MSCcgMY+AEOX7QKNEAHgVKikQeIOhB+LL7SwWB7nIpgnAeCKA/CjjEIB6CIHGNIZVYGjFFGZgY5S5IYIM
TJItRxx157NFHGF/8UcghisSzSyCMXsgADIFdi0skZRTMyyCP54YSXCKR4CSYHSLBMyy+n/FLMMcks
UGUA7j ITTbx4DHNNGR1YQMM36awTSDCIANPOPINU8YQh/VQz0CalHPRNQ/ /ck082U1IIRg4TRZI1
0dok1EyFEK1UxzDADDTTO8ucMINHi XxT1SIRI9FEBBEZL j 1IAAVCAMUV/1MueSSUDUKVIIZhB/6hu
ZXQUOkg3uQk1B1z89TcvYWUknL9e9LNToVIDa8cyCkgJAUgIYGjOSHIMLUguc2QU2hmDtBIcDv1ly
gFMZA/NM2V3XErbJITXHIZzVWHINjwvQwwSOuBIMMcVkfACsVqvh7zBQDhH/3ygAHTpLgDU4W+YswB
TJALGAAPMNAPAIPfMmM2uPxXgJCOMjnLRNH5Q2hj 1RPNhUFWAWMaOhGxjZugBM17DhwGzyhXKAYUG
MUOhYUO220EXVOMVY1gLW6ECaGVEOFqZHVZgYwbHbYkrqf/MUYqouYbvzkoDeLFtvBSg6KRYyHWbA
gQggMJpeD1fghckoc4Qz0qPxMi2Cbu22N//HojFGYNYCUTIZDgAO5FAhCcAaj0S0p8a0zsqjzVGF
TQKAI61ROXUAkga5+hZdnAOI60EKMISA4I+deAsDBBXAV14PIOAERWEISPOkTThZzS1cGK11AkQz+
CXCyMoY1XcIn8ImAH5B]j68yMeI6aDoOho40gECWQIMEBTAhg5IBW7ibAg5SkiOeEBSAPSAPbOIIrE
DAZSEQD8FOA7 tvMKAgSWCRVOgBEEUNPCFiCHATzgPBiwwFC2EQF8cOY,/IMNPZUgAQAWE43CkS8FL
PEMulnDiWVKAAAbkdSWMKLCCZVgNIZYRiXBgROROAI9IkFKBO4Aj0OzBkCngAaIECEAAD]Fn/CyMe
4AACTAUfAMG T bGBSgRakhQQQoMpaPAOZWWhrAek TACMS8r/SQGI7jEGeCv4DCcezr1dXIJA8DAPUV
LwZAQId7SreKKICREYAfIHi1AFKbIUJRYIAMSOE0ZbAC5SHNMgADpxgkjuwLI7aGB3GMiAGSZghgog
OADXYFAHBNEATFRgOBJ4kQpES8IBBgOhF+JAABALATCOMAW4ewFwBBMCQAPZzAAh8IB8jMcIcVDCIe
UvhABB5gv111QIQZIAMU8QCBBXACDPWSZQQgkQhOQMAMEMCM1yqgFV1CYFUTWEATRYBHD1S1ABkg
ASTgSACOQKFKFYCHKEkwiAcgAAR3uUN8g/whghk7 IMhnwe JEFOHACDKCCBN2RQM1ggA9dIgAC4CBD
J18xQSgQUAh9Y1iIcABqGBOYyDgBflaCIPACh+BzKI5zIwFFPQ5CPwtgAOeYUOAOHEAAWKOEWXOYEpP]
4IEKeJF2XZLAUkqgQRKCgBEVUAFCZ9EA4eleX39KAISAIkFLGXuANWERZ/KHelOQAQBWABV5KAB
95kBCUnLgBTKMAEGhEWECXhE3hY1Sp4SM6KD6AQINhAOMNTHAT GARAAMOIDZmWshnEBASAEWT Awk
QJEzQgADNmAekXAiMVAAaj1zw4i8XFIE/UJAPMWATdSUGETkeQtHTIMSBgSHAN/BWASKGVICRTDE
ApjrBBkksILfKoYBATNnIb71Z0QzgY5]jyYCUGNFCIJ0ZzOAU2EhABSFXY+MCAtg6CKYNXHkhIxAhzm
BEAEJQACCNREAY /WFd4AkIAHNMQQi SC1awrECF8xZAX9ms57BXkCOMghEZSIpmpnsSKQzYIBGPCA
Biz8gA08YAIZEIovkzQIfvCDEe+8C3sZUADUUOA]jGOorAcD1wXtYBgBHBVEWGHQCATTTIBKUS6ELO
NotOIEDEC4EVAAPWABIWIgKZWIICMLC7XT1IKQCYRQY1kC27PfatALjDCAbXLPN+bwEHS8EEBNRYA
DETtLKZEOWWSAYD/4Mx230HzHdyqT5b/FS1aCoBC1PkzU13tSCFSkMBACKIBOgIACVUNhyNhxcSP
HUCpVp6gwWBTfwgNTfAMgAQqSAQKktqIA]tDYV5w4wTtHKGNIYAEDAUBEC+S6JIIkt4IEVAACEASCAbALC
BCVgWAHg4IQCPOGXDzCNCEQzGUW8OLgLKABVXkmCA2gAKIOGBweiUiMCxM4jBKAKGbIThhbghSLF
DaOIWSEISKCku081gAICVIkaHOESCngGCRZWMyYHYBCIIEErCB/lCOKgSUyMiAOUEAbABZ/B7N
AXZQEOY8OLNHESVDNnpekkD1AD1PAHAYQOIEG8SsCCLhDA158khoDoKgjSsMD+VkQbEuUBZ/912YwQc
8PNeBswiW24RgajTEtdRFIIDEfArPWrMIPRAjgwiWCAT2plzU+fnvT]+eQFYtYBKgGMSMCLDAZTS
HX+MgJVCikBIIDACI2SgtIy87AUqgAEQWL 2 CPBABSGAEAXUgAObYIg/NuxAKTDK rHCAGStpIgE]
6DQ1g2iB3fulAbgDzdx0fsAdOFAB0271A3LtRAAT/pZ0zD4copQABoBI4wqkfRaQwM/qL1yBEUD2
sndY/Q1IoPnOY8BXKkgG3i+QqEEOQAEEAMEFMODWMbLI3SYSgCgLgFNw/p5LKkPh90FZQCBWIXAN]
CIIIOnEHAThKAYGXWH1aEHe65A/TSP/XAAEZ4N4kQSECBa7ABfRFES2HNMeNHsTdM8anmVX2IgR
IKFSEAAKBCABkkHXJGRJnGAQLiBZGGBWpOgEHEZhAuDumeyTuAOBqHZtuUA60rM+gX08AEKIKEF
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XASAQOAAVM8BViDOgM7ULgnvFmMD7 FC3dMg81ECCTYgw8ICACLMADYIpH+GESVMBU31a05kIB8KFE
kOIBmEIFqDBHXOIpUEInFLBCWqJETunymMStiYAuFBORkAFYGZX/MIKR4JyTAaIWqVEVGBgSjA1
nkAK+ahtrjA+MCZCcqdt8MEeTMItMAYMUOIN7WYSYEZSNSRKIBEANUAJ7CGXcMkOyCD/AINTY/xh
CROAI9KYK TNLKCO+nDXVgLN7GOE7HCZZWQXx4gtFBXTtXQDBXAJAIgDedi cYw]jt8 jwFE1CFWUGF4MC
ZFIiFyPXFOPCFqnQJPwhFj9RalqinN4CRxjCCnPMH3IrGc6fQknzsYNwQKRQIdAUS5iIB4g9TQFVOBM
SDAFWB11IgLSHV8gHULXBWDOOTLCL1ITwr7EdQQFXsyIMGakvxoCsOD1/9KIWs4xRuomvVI rECRKA
VqgkUVRA8SSUSFRA4AQjRj4FUFQCZhCySRORXNCRCJFCeDiBMjAR1 ZgFiYgIdEi t+gT1UVKRVADY
HMFKkIVMDIQkmInHTL3XxS1211YDSS/1GEskemxCP9EVYK8iQezlgAolPepsMTzSchcikbhSRTwmCC
hB+9BVR6h15cZGZE8kfq5kwQEiLB5EXYycVo2EhOHRVOyOm7GOT1D08U/ILOYOpCdjskgugh3pBVGo
Ui/Hc1l4cRixfhycpRu/auiuQB1dQgh8NIs/Rkk+mRUoOQUx2HOKmEOmMsyYsy6VUjF3pC5NIROTkyhN
kzIPMzPR554/cjDjkkhYs2CC5TRTBCDV8uU+UXTMzIUwWU i 7PUTQPK1x001 eDBFMYwh7MABSQYINe
My F3pAGO0DkThQQ8hDZHs jGDMYE9IMzsThZzowc1eMOygNMTGMO1KOEOIGTTgDIHOUxv8195Ihs1ico
BkzeXuc8d3NMKINIIMVR2LEuf+YtjohmfHMOMWUZzZgU062UgE2Vw4iFqcnMo71Iti5MTwuzeuuzx
/IWytHIhUgDyXidVNpRNIBE4Y9Iv]ehTWOIuvZBNWHMTCIIGbLPP50VDpGAQaktuztNcXgk+ZPRP
PAB57NI8kg83m+TmmBIVgsQlimY1/FIHNnCctsgcu9oMMFOI8gEYFSMAeTsAe4AhAguQtPKMrMMAD
/KGMMKhASEABFgAO4MLT2NQCEGD2NMETPPECCEAK8JEhZSEQEEC5GCMAYOCK3mMITGMBX3MN+pCAC
NiF7300sB1Z9CABON4EX0iPHOG3/AXQAWAaICWQIOUDGGRBQ1IKKX1fT1RCL81AjIguQKwiAvarHf/j
MojDAhRgAhjBeIQCTLMkhNICCjogVBkhLeCUACgAkaLCAf5SnFgAAQWhgEZIVgKLiMYgmjBQDThQ
0QQGMjhhuFKCDD7AM7LniphyIbIHXsiCAEirs90rsIqIMwacSstIUb81f3LncB4AHIBKAUIIE LA
XRgCIZQXPX4yQPAuLSZkVCb1RZSBA/BBSaPTR8xgEOC?OXDgAyhABO6AVReAp1qu1C07f7qGSSy
gEQOAAQCTW6KVS+2r8CITI4PCiagAXbny+1h25QqtBIT19SIAD/ YKIUGPILYIjyAh6xzAjaMWgAXC
NgCgYK8GOWjwgQOGS8AOUFgAGAr14SjSkAKCOYXNOOK820dU44AkQKsvwx3FUAhSWILYQWAPO75YK
1gQyr2z1zwMMbQMEOAWY YHCeKys5QSLSjZoGggLOVYs2QQLS7WIPCBNk r+mubz+yDAKUCXyuZpryY
hAyMigwYQbDsgTsetiUloPVsjCTDKhz+JRHIABIs11ivg4pYCQF854Q6MDQMYAQOIzm42IRM6ZBM4
YGMtoBPkjQEUSZDC9gAegAMogHAZgXDDOgPuwIDSiQA4wWB5VgAMWYASQCWGMB8OVWABCCQASEL2P/
e0R4DYNmM5ewoBCXNVKATSMXY9G10571QCKaR53gt8usXIACC5quxGrsxhbM12uE4CCcMNIVSISRiMD
CjDtoGAhOGIDNgD4AggAMIACTUOkduwBFO5FHADIrAKBBNAOBkgFXCkC5MOB8hjCKOid3/+0/0ACU
dKoAThVGVOCj TuCzAOAE40EMXkCOdkUKy kkANMB1XpAt5A872GghRCAXEOAADOZ i XOAEGOE7eqt+
aYOxMvFWAKC9114AjID3VCI/mUARIO4CqQqQA4KCBCcgaLVeIigqb6LCcOY7xgvZzdudgHiADTiClMusu
3GYQcqOjKgQAIkwtKkDUNiUjsiwRnCTbQKYn/51AqIXgAXYisVTC1KAM6ZAHAOSgBT rtwgIAowa3
Ukh2MZygnGhMAEjs1IJpAVpATowtDTNKLAGNSRbOAUQMAT 61 6gQWNDzMdVLXrcAhUyNhAVY3jMIS
ahNBBVgIBAwWYge+pRFSSACHQVWzNIERALWZUNIWgAJI61QzQLoMLhglsg6ahwfLaNo51 YASBgh6Ag
n570HgSAd13i1AfggAnCvcocIA/1Bo0AHY07gYRAw3B7gAiavd4 rRdBuzMwahEMggmKj4BXDUKOY's
GXiqfownbzzgAFYgAZSACVZVRCGNXiAgMI5qb8MBLAGIZ4IpSGATJ+1Ymnxy+/AmAlbAYvZKDP+S
4Q114pwwzhAGI3eFgyMUIVP/eBBWWMIkxTeQql+crCYB4AOKAPSiuzZzaZ7kptS5gASgFUO7NCMZzTQ4
CSESYSP9qgAmiDtImsYmQOskIMaE]jQEF5P/0ZSHWGXNY rwDMiQmw5EakdguioAUEChzMWMNUAICY
rAJWYJqwiHH6Cr IWAB+SwaOUDyHuunXBobgK4FPpmtHMI4hhBYMP2K84KSTI1gINSydkkQVBOTWQM
DWOErvg4uyLgwpIWmQDkIJ7fK3YU720TZXgXxQOAYhK0j4geFwoHWOPT+LXFs5yzypkFXborqtwGg
z52z0N9+2SQMCcAA08TCWk4ATIOYAMggIQ600L /COCOEOACBOPFYUUCDKAKMGCXxJan84LqS/s9pRAAT
FM8IX0XckFiUDgBzPABHXhr17uA8UtucDkAApGADhjRawkACKFjxh1Q3xG8GmVKDLUIEpUOCzOn/
PjUZMDNTNAAB4IeP4iNCTGMBLMCIUGPENONAQ7GMagKMNAAAMAXWZMCSN4OPYMbEYRbOYFYTcuwU
+RBM+tQJV4BETtC/qqPrFCBL/G1OHEAK//ROXvguVLXMcOItVSsAItukEHgDUATDIHODK7XERW2EQ
PNwWK88UTX0UBYMAX2uzZxXjgbHeCFQ6UMHpLMqdDF9/A3dILIyVYFUDDHNEOB5BtGYgABXi5]/0w]j
AbAVXBHACXSCVE5XNDTghV8GZVQgzIMCH7BP0zIGCOovXhT9jXxGG8IeY8IXxygAYS8DIATMCZAMLF1
wzutTSNxrNTCccoUVqTAH626y1cAMzJAMJ/EAUQngkavBTUXzEgSKisSLSZFXTSMp%A7jSTBZz
SAY12g1z2YVELJI1dI9/TMrmzNkMTT77TSILZPbddI8WzTyQ13M09Naf93PGyUEpzID3120VvE20dT
THISSb4TMEeONYVZ3JtdohdT1V+DS4HXOULrdRwI1T3194Q12zSrx3Qg1FBczReyHzMNHFW8MVSREU
OBEULN2kOxx+4IMyP8sz41VzNCdzMTHC4v+DEZzjxobowui8fPh230zAXUzwWHBjDwwXv38t+BXDGJ
6ECQODSEH1VOQkOOV12z4VSgBwWx9ATILRmAkbacKspxwWYsO0OvzvTASRENhCBIMZevFUU19Ey ryfumg
4yT1VIk4CAWNACTAIpPi1g9/jZ98+49Xi7ZnjwT9S0+9awSz02eXu17P1LQWUPR4FWCYCSsqIBSDwW]ow
1EMJqT3ZRz4deq1v£vfokwa+kgHG8d21I9EX292m710IgRShfozH9c1JGM+V4RCEgL1VIJfVl
PDrpxUh3hkirvNiB/kdoTS0Yp95pzQw+/DcGYe]jjol9wolIe9CzbE+9b3t53BB+q44I14Ixz/CnRe
tJMRNJ TnnsuGGPMkZ1GYMEXGIA5GtpXxXPOBzz+UnkYIXFO5Cef8VvWRMpGMBXXBnbGWVXAMITgIEE
CXYKUDChQjMRNBYQACKCAEYSCmjA8EAFgwCcDhSIQEaDBIgkABCQAEUCQimQoBDWOETChQcBCsjB
gK/ChwMCASWYUUNBYTUucADWY1GmTAQ6QKiwAgOHOBgk PBHDEAKMAPYk SREBCQKACAYQASHCOUCEA
VgKQMEWMt6]CCWQDC3ygGsGrxIGDShzwMFIO0ABmZIYCGBTiggdoSTDOCMCWzAr4AoQtYA/BgQol
FSJAUAEZ1QJ0oI2QNEGBQOWJOIHBSMNAJ /WYHYCCCUCASEOHRFSIQeCpBhZQKkGaRIVETE d+JAQM
ZANFdSESEp4CAAGPBAKMB1rMIPdi ZAALBCSWCASAX3 1OWDHGHMT 8§ kUHgy pAQUCXWgOMCD5AT10B
URgkc1tck]TEi1QQMEITPIBIgIAUDSBVAW]hmbFDBBok8QBOB/IDRVQGOSXBTABRRRRAZGIyxgmzE
UUAYJINAOYFCNg5EBGYQQLGABAVV589RGjhBFQeKAOAbP1CMMNOCgIR15EAYSORBWhOpPEE4CBYBg
h1YDKVABAgGtw4CQECKAYAgYQAKDBIgtGQOEBKKRQGRMWCQABhO41 8EALUhSWADSEYSCBAV+CQKBC
OCTIMAIN4HgASY2IVCCPjxqu0QIsALzRgk8VhFNYAE51qSmkAUSAWQPQPBGABOBWAMIMKrOAQagF
CEDGHWQBQIaIGBAQQQQaDHIAgqwv8ys8mGaxQwBMVjDDQTXrIoYECAznwqwIBKNFCAA9wSOACd3B4
AmpTqiBmAeEWMgFBNDhHgFSVXHPtIvQyUiwGAsy SWQMVKIJAAQIAEUhzATcggI0IzBIPP4UBSIFV
HI5QwZorSACABHSROZqgCTjwwAkFILABTe5GkAAGIwwC]jgpoAqofSy1bIckxBQDg1CYY8HOghALC
PBAC+Ej2wAYrSHHHE4Mg4EQn/PROYOH/HUR5BWBSHPBASBECNQI+wg7yFBn1Qe]TAYUtw06g7ZKw
TAEQ4PMCUwggsKCgKkxVgAQroIozCXxDfATAFMDACQEAOJIGMEXxkovYADGCDXEQIYNnNwSHA7 f5FpmE
L2DQyQKcIODBggSVWQEATGDgGCUXBCisBoyNgAcDeT8xkAc3w5DMAgESCRSZGWAU+SadZCDBBPwW
XEToEkQQQQD8NA/AARZE8pTtmtnDAbSHqOQNCYICSPRASODAjwgA4VYACLRDNQE+EM191XNSSQQ6
3etHs0aUSEKwWCSQZDCIAH3FIUOYZXxBPIVBM4eIAAChAeaCKgrIAFgEyeAgAHWSGrAhDA/znW2k8F
5HQS7WOEEhWRAmeSSsBSIETkHuCP8y2mQyQKWOcAMchDAQTrSﬁAAXIAEFQmAwJK04BCuhEAgwI
AEQQMGO/XIAGYLanB6zgAyNwvzZwWG9ZQkduJwg4hLTL43EdfM4gBhDFYAKhEO3FULAA4TK7 dgMpgw
McI1D8CATHR2ggOMYBN1sohT4I1VFiwgAFKYXROKRRENCEIRBBiESDwWHBXJgjCAke4IkEOGACOJK
CZAYj4hWkKkNjCAAT/1eB3TFiGV159UXOAG52KVICIXRAU7Y1?83QogM8OMBZBFAA9CngAUZkTX
WAEDNKWIFSQjAAsgwUXuc6gHZGIN5v+bwA06cZzQI0IQTI4jAM]T OVVOGtBWMBWMALVhCSQETgeRNT
ORttN4IDrM9ghxXhdAkM3gTnAh4hk6ATCCPYUCWRIATdQWAPKkwAB4DCQAGYABPI1AgkjxpVy8BEEF
qoU53aVXA8KMACGZ064NgCOVT3hAVFWNKSU9gAS IKSATHACFB7 hgAVAAIXOD51Ey4gMDC4iXw3p]1
X3IS1CE10dXUNCgAwWYFGATRAgGHNIYMOMNHIBKpPCAUSUSAXOFQABPAdCCDOABCMigABjIAAIMZUCNH
JYUDLXUAAQYXpX1ARV+WQIIdIOBIZp3EpAtwakHKMScCZIATexmIBAI41 rxwYxzkpub/Xc3QCQgc
YEO3HAOGUGCcaAsizIpcdwQrkNxXANMOCYD5gFCTXxBgSARYAUcUuxiVMKI9dXxK1z5DThIQIK9kOAA
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FATAWMwagQ4sQINgmOXggkahB8iDcAS6zU8QEAECksCX133BAnoaANCwiAAQYCttWKVBQ7CVER+]
R80ScD13/KwBCihAMgiiAFSpKwWwW/Istwfwwb8ACgDB6Ckx21SNaxnAAOAABXaONywQxg8Da/KkAS8
VFCejAFAZIxIy02/BADUBOk2CFGBdfhRyxqpACGOAQDTHOAAZ4KFbASRPF9IjBBpakBQ+Fj iAWY ]
AHUQ2FrM] DGOMZZKAGj LKAt9WAUE/XDRQVpnIASIR4mNQhMF4C PD81x0LQGQgCV( KXE15seUATCC
JQPAA4PwlkAI+ICthHJzITNkwkS?anOAA8g3GGBmeAvAMv1Pu8V8H+WaaSOchO7PAsz41lB
+C6KNThNSGWPIMPGAah5M6X90QKBTFiaAODHYjLGnyPX1aDP4YCDGFBYNO7AZCpIgLXgTNWB7L18
ApEmndmE4XLrGs cKWMCXrzUCFASILLBRQBkOoOgLKZztqUMuwbyIgzgwr+9XLrjYAwWLKbhFiLS9bu
NthOKGquAD31b2T1ckaYv26quna5rw3TquthNI9183gRB%v3vf1da3rdebv9+F9dedU2
tfldbmv5w+EF13bABW4jaj/8RvG2tsIvY3D4YnzfCLCRPZpOKINfaOIvx7CQL2xvhYDC2iIviL/V
vfKovfrvkyd4QqA2c5fbfNkN1/iNau5zbRok5zeNeck1vfokblzpTL+R0OZmo76c3PehST4j1iult
Sje865u0utB/rYARC/zNEi/Ilgke9chPAA4n3ra3b52rkNd7Xth NMTnCMIOYWNyYXiqQjkALT3
PeIYFhFBfmOjNyo7Ah4QeouTDTKtBN7nWSNgzuuOezsb/fKkz77xCsTb1jxP933DewPoaQliebLgul
BUi951uebsffCAoFCVPigazzhRT/INw2qukkLSOZxMe6V5XyOAs7/nkd/vp%vd28ZUwax81COI
aAxBbHee2gh0Jo0swBM2QYIVWEEFBOgeXSRTASAHZVOKIF4yNpEeB1XPATNKTm8I8qfenIo0gKpA
4J%1AROQAJtQAA31Dxdje/7ZTXODFVZFthQA151FhXAeO/AQ4ajP41ETp8RGhEABU7XAnD1DXVG
Fa1BGk/hFj9RAXBgLRxSHexkYFhwH/UWAYMgTIhXGHwWWwGa43etDngz8IhAD3MYMQDi6TAIWhPRiQ
OBSAAQUAUQSQARSNhFgegATjzZAFAQDGKAEaJUAGT i FCIADW+AJYMQKQRAADNRKACQ/Xe/SUWNCOgDX
1UkFwACqcgLOzD4koDt16FYVOAEWIAU60WBQOFQSkADVgSrk8hzqOwAsExea8hHDASWn4AEZIBSC
EAGCMAJV6CPFFAFPCALCYk4P8AGIWAhOLEMEIJWCOACe08yt2QgIISAIroCscoEtkoEd95X/0FIS7
yIu9eFP7IUUBAj6dEU4MOBOeUWHL JACtQGBkkCcBOiUIOEKCAFP86ADGAGAT gABNgQESWGiB030A
AAWVIQUEUABLGQEE1jRVVX0VAQnhcD5KdCwvUCi d1F5nwwHIUAB3EG61EhkzgBCqAWAYQhrgkI6e
IB8XYI4EZhScQES6MhGGkwB1UV81XeIE45I9BeEE5ZFBOYEWSNGO1jQY+0IY/RIANeWLKamSu5gC
8rAANMRMB,/AUDSAIR6I6HPBWTVUSHHASGjA+AyM4IwMIMYJ7G+BrBYBUNCNNPMMPKgMXBLZFhjUW
CVAE6ZhE /MAVXWV01igQPgZg+C8AVKtAS5fXIO1FEUPPNG6RMAO7 FFYBeOAMOe8ZNZqgAkXYr3nIu
Z3VI/hAv9Ee]ZINPd6ACGWAHAZBSVSUAG1AUCMEBVNEQPDUR5SBQAZSAIGT CWR1FTK6mMZmz11IMMgR
g2UbvBI4/AE+IXAVNLAR IWmJIuSUSPSEIceEbDDKRDAAWWPEAKTOKCZKSGFQBr4b/KmGRNYMhLGtX
KrxVHoinEmpCvq0ih24BKERCANYTa4eSMOOFHOQXCNEJYeMnAZUTCFeDAU72AgKjEofDWXxdUVYRB
AA/wXraYjp6xXHQUADT twAPHWGXEQD4XWBWIrACBhETr9iBgTAK] ZSErDHMQeKOHNNFCSgKGLYV7Rj
MrzkACuwalizycfGKm72AB4wF3nzPQHAWibjBC2IADVSGYIMLUS20YUXSzHMD6TWawggzZPjgGu+h
AGIizESwYwhxzbdpefiAzytgHa/mBHzCJiswIwdwohlwhESkpDVibB1GRNaxACtAFiDaxD5aIBuC
G2$hAXwCoO+Bdw1KmeathWH1Sut3xmupLNx6ZvC$eep3thqd1aqd31qd5qqd7yqf/feqnquo
gSqog0gohwgoyeemh6qoi8qoApeojQqpkSgpnbdwQfioFpd7mPpyGHdxpNcTIddsIOCXBAGGnNRZ7
SPeplzKpg+pznkGolwpwSRdzBsqqtSpzFwar5SYQ+iYQIRA8g6dyENepvxp8ohpyThesuCpOuwqr
byerxGpzJdeD1Dp8yCp7wBdOL /pu34Nwreat1xqrfzv4B3dwpwqtzTquljigsSmcttIqru+py8LgL
r7aut6EAPaGt06qtBbGvKuemnfqtybplb+eq7vquF3evBwclHzd06carF+er6AqE1BaxHGCjWIES
82qtx1p0CchGq8Bz746EpUjet50qt/wo6d0X6Y+4qsRiWOgARGLEMCMGT pphaEBGVerJoG6mBERIA
ksh7rvvwIoRkFodhLSchswThBDaYIrYHfDs1MIi6CVBWXITHFfTCZE5BeCbCVAaDFqHRO9z4e2Zw
HgwCGs1gG4yABXx8ABQzwe8w6(qZBSASNAASXWAUb rGT2RSKM6gruaAHigvIxQAhJIBrtr6ogogkIGn
CPKKJBEOKIXQATCAXk5QAMKBCR8gKT1RrzjTSWinqvdqr4druAU7ECrgH+VUAT44EBVQAONBIrAVW
AR/gL1XAQCGNA1 IwihhmOaBrr8MKgVvGiqsHbH1FpQSXAkIH3cS+6kSVQATFiAbE7EVEbEQET4EST
gDHY8gHUM291Sxw1sDOpIRM1cFUt2234sAGtKz4 10AKOW2ZkoQCU Tm+WU2mEUQIZIGK8tFDzy0Z0
pnvf8mYFsQJ4sEVtzLeDQQapGwCXaw9omb/z6wBrowIMy0Zz1r51xmOKBr+wWY2qVAQAQQA/Cc2sFO
Cr+k1gI1fQLyC2y600S01Br8eu2kujBoFR2 1QMbgNHG8eULKEWbqu20Y3Yy2bMBWOGZR40AL fgw9y
QCMBIAedkAhOIAKbULMC8gYfUDVOQMS7gsMSULHkeyMwoL 5kcbs10OMTWmx5QMMAeaLfOshz2KwIr
szM+yOfED%WcL6RSZCzUL9yUAL/kEAgbhw908pjFlACIGAAavanPABjXMHd8G8h1NV22u6KsC6
ZFsUTMS600TIMzII2TtanLwSEsC8UIDCS3wqQkwQdVuEmly5ZLEVZjwoITAB/MAJUKDKWhwATQAF
I7032fsBdIHG1QsbVbXHeuwcS5u9X1EQXtwpALlG3xwsJy1lQQUOy8VCx2nHQQBVYCgeMZe5y42YEA
J5C6CjcCFREP3srFynrAenYtrDsClPteIAAFVUMC1ZsXvTzPB2CQ3WW94CARrXVEHZABEEATDOAG
SSSADFC/ggMFZGQjggsOXnyOyaAAS+x1ImCIAs3HHOIQiwwXsTsBzdXBcVABBCC4/1rcF72hx3dg
Gi1UQLSQ8AXrcNUSSAZALW] jDOtPLAHBWSWNhAQI8u+0iuCpt0S0jAp3wBDh8BX3AAA1gBiVWB2aA
OFpcOmgcy33BAATAtmDkxcJIYVK+SW3IwBYQAB4hkyj39AS3QApwgKrTrgR9gBIfi1IN9BpC8vIrXD
VMmWROesbPtQAVqgUXW7 ACAWE+mxXIYSUXCABSUQD16sGw]hxreEy0Awz1gLgQpUAQUYAHOLEALA
05yHxxkwteDQBIk8fR2MUwH5AYORNXSiHQCgxzY 1BXZ7B5F7AQrQF4NXx2XNRAMIY2CZBUyd5ENIC
EKiM1A1REFIABYAWU+SKkuIEDXT8C4AAbYNSS5zcw14J+L/ARIDBSQKAAaSLYicAdwWTBDPWZXVDQ6W
m9ixSzADIdzXBgUfcIHXZh+dkB2doQATsAEeYwgpkR30Izh+AberailmgAf7+Rwi/QSxjTFKMg80
ULTXOEORAC30tMdIMNDYHA4H3C782boHTC8pYLO1R21SUODSTCMMgATtgg+4a2qbrcjzAQl40Nry
/TOCgdSxMgECuUM1PORco2LpePENP/QBE/BmwXHSSTX+se0hKu7azCwb6GJUGQW29LbA86SWTNSYCS
/AH2YMKPC8sPQL 3MQWZWAEYgXt423TgPOABNSSEEQAM8 /QHI0GWBUAZimLtstMf/AZHXGOOEQ8IG
jgHX3nY3qdtpgutD+KC+H5LnkOuFg8Qa4Go8ma30ggsHbtwtDoC7C+ABH+BDUhDNAWBRWNtZYGK3
GDMLhkwL+xUFgBBpOw7 FECAS2ZxEJfAEK3cdT10j0mTbqY3hug00DkCITODqg2TGA2 jK1CcONRATK
rnsh51vM2QEtDg0AOUWAd4BNKESVZOA5Ca3MBDWBBGWVSEWGZBR7gS]rqlICZOEAZ5wWQz83TRAXG
CYAQCBDFXSLovDLYA507E7kXAb6qCCDg7828XOTAHyDSVXNchu21TC9730QVX15FvgBBNYXHyDj
zUHhANAAJQATTb3MuSe4Rk5T/3meHpcbAA4gAR+QRIEr8BSxtFnt+9dzhyg8pbu43QBgYad8m/hw
xW-+uw9bd8CasaP2h8EJcE8ar21MOCU/A82w78Sqgx+8NBQqFw2yb200yvQrP1z6x6ZFrx9EsQuvH
VFTCVIMHRN2R2G1 SH1Ig43brurYt8PKDXxwwd6MCGABXCeKCc7qciAESAB/1YIVYVYWLjUQNRBGKA
byuwnkGzQcO1BdDmbGbgbw7gV1HzAPEDpQuUeikWy9e2CVP2hxPQAAIAG/5AAY1XzItAAIXp+bBB
HrCXAC+gKZ+F+qZ7S0UTI00LDXdsCLPbmAKe /CdojOATALY+FCHATb85GAAVGD/8kAAH7 EGNPQQAU
8ASQbxSqPwGSQm320Dz7kJIkJUY4EoPp9fyokcHFVUBvf4wAnYIaq3wB/Lv4F08GoX/f9T1hAD2C15
+q8Qp40ohDhAABASUMNDGQYQIFS4UyI8hw4ITHT6UCEBBRIOZNWZK2NHjR5ARMOSE 1 PFhQZIiD/pT
UXEEHkgkPIp8yNIiSIsMclLc2XIhT598hQ41w1Qh0IsfaRpdeHHBAGYHIY5dGtXqvaxZztXKsujuh
Uo8p0yogibFrOpNRz2zd69Xtw4ISr64t2Dbu3bEGgeKtevYiwrwQIYINLPinz6INBAKF29jxY8iR
JU+mXNNyZcyZNW/m3NnzZ9AUoUWPJ13a9GnUqvwvZt3a9wvYswUHz6zd23b1gAA7

Hint: Be sure to decode only Base 64 content. Don’t cut or paste content before the ROIGOD... or
after the final ...bLgAA7

156



Note also that you are converting this encoded data into a specified content-type (i.e., a GIF
image); so, some online converters may require you to save the decoded base64 data to a file
with a .gif extension before you can view the image. If one online converter doesn’t work for
you, another likely will.

ANSWER:

Question 4: Look at the base64 data in Question 3, above. Can you spot any combinations of
letters within the data that form English words or names of three, four or even five letters? For
example, | spotted “GOD,” “PILE,” “PUB,” “NECK” and “MOM.” List at least two others you found:

Think about the ways the occurrence of these happenstance words and names may complicate
electronic searches for relevant documents?

Question 5: Find the Secret Word

Question 5: Download the file at http://www.craigball.com/Find_the_Secret Word.zip Extract
the two files in the Zip and use what you’ve learned in your slack space and encoding readings
(along with your use of a hex viewer) to Find the Secret Word. Once you’ve found the secret
word (by solving a three-part puzzle), enter the Secret Word below (and e-mail it before class

with your other answers):

The secret word is:
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Encoding and Steganography

We record information every day using 26 symbols called “the alphabet,” abetted by helpful
signals called “punctuation.” So, you could say that we write in hexavigesimal (Base26) encoding.

“Binary” or Base2 encoding is notating information using just two symbols. It’s often said that
“computer data is stored as ones and zeroes;” but that’s a fiction. In fact, binary data is stored
physically, electronically, magnetically or optically using mechanisms that permit the detection
of two clearly distinguishable “states,” whether manifested as faint voltage potentials
(e.g., thumb drives), polar magnetic reversals (e.g., spinning hard drives) or pits on a reflective
disc deflecting a laser beam (e.g., DVDs). Ones and zeroes are simply a useful way
to notate those states. You could use any two symbols as binary characters, or even two discrete
characteristics of the “same” symbol.

| free you from the trope of ones and zeroes to plumb the evolution of binary communication
and explore an obscure coding cul-de-sac called Steganography, from the Greek, meaning
“covered writing.” But first, we need an aside of Bacon.

I mean, of course, lawyer and statesman Sir Francis Bacon (1561-
1626). Among his many accomplishments, Bacon conceived a
bilateral cipher (a “code” in modern parlance) enabling the hiding of
messages omnia per omnia, or “anything by anything.”

Bacon’s cipher used the letters “A” and “B” to denote binary values; but
if we use ones and zeros instead, we see the straight line from Bacon’s

AL clever cipher to modern Letter | Code Letter | Code | | Letter | Code |

ASCII and Unicode encoding. A | AAAAA /1| ABAAA R__| BAAAA
B | aassg K | ABAAB s | BaaaB

As with modern computer encoding, we need C | AAABA L__| ABABA T__| BAABA
P & D | AAABB M | ABARB U/ | BAABB

multiple binary digits (“bits”) to encode or “stand E | AaBAA N | ABAAB W | BABAA
in for” the letters of the alphabet. Bacon chose the F__| AABAB 0 | ABABA X | BABAB
) ) . G | AABBA P | ABBBA Y | BABBA
five-bit sets at right: H | AABBB Q | ABBBES Z | BABES
If we substitute ones and zeroes (right), Bacon’s | Letter | Code Letter | Code Letter | Code
cipher starts to look uncannily like contemporar A__{ 90000 /i_{ 01000 i 10000
P y P y B | 00001 K | 01001 5 10001
binary encodings. c | ooolo L | 01010 T 10010
D 00011 M | 01011 | ufv | 10011

Why five bits and not three or four? The answer lies E_ | 00100 N | 01100 W _ | 10100
F 00101 o) 01101 X 10101

H H “u I 11” H P

in binary math (“Oh no! Not MATH!!"). Wait, wait; & | o010 P | 01110 | ¥ 10110
it won’t hurt. | promise! H | 00111 Q | 01111 | z | 10111

158



https://ballinyourcourt.files.wordpress.com/2021/01/image.png
https://ballinyourcourt.files.wordpress.com/2021/01/image-1.png

If you have one binary digit (21), you have only two unique states (one or zero), so you can only
encode two letters, say A and B. If you have two binary digits (22 or 2x2), you can encode four
letters, say A, B, C and D. With three binary digits (23 or 2x2x2), you can encode eight
letters. Finally, with four binary digits (2* or 2x2x2x2), you can encode just sixteen letters. So, do
you see the problem in trying to encode the letters of a 26-letter alphabet? You must use at least
five binary digits (2° or 32) unless you are content to forgo ten letters.

Sir Francis Bacon wasn’t especially interested in encoding text as bits. His goal was
to hide messages in any medium, permitting a clued-in reader to distinguish between differences

lurking in plain sight. Those

differences—whatever they might I hid my name in this sentence as a series of bolded letters.

be—serve to denote the “A” or “B” ) L o
. . I hid my name in this sentence as italicized characters.
in Bacon’s steganographic

technique. For example: I hid my name in this sentence as sans serif characters.

That last one is quite subtle, right? Here’s how it’s done:

Using Bacon's cipher, CRAIG BALL is AAABA BAAAA ABMAAA ABAAA AABBA AAAAB AAAAA ABABA ABABA
C R A | G B A L |

To conceal my name in each of the respective examples, every unbolded/unitalicized/serif
character signifies an “A” in Bacon’s cipher and every boldface/italicized/sans serif character
signifies a “B” (ignore the spaces and punctuation). The bold and italic

approaches look wonky and could arouse suspicion, but if the fonts are gang)
chosen carefully, the absence of serifs should go unnoticed. Take a

closer look to see how it works:

| hid my name in this sentence as sans serif characters.
AAAB AB AAAA AA AAAA BAAAAABB AA AAAB AAAAA ABABAABABA.

In my examples, I've used Bacon’s cipher to hide text within text, but it can as easily hide
messages in almost anything. My favorite example is the class photo of World War |
cryptographers trained in Aurora, lllinois by famed cryptographers, William and Elizabeth
Friedman.*? Before they headed for France, the newly minted codebreakers lined up for the
cameraman; but there’s more going on here than meets the eye.

42 For this material, I’'m indebted to “How to Make Anything Signify Anything” by William H. Sherman in Cabinet no.
40 (Winter 2010-2011).
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Taking to heart omnia per omnia, the Friedmans ingenuously encoded Sir Francis Bacon’s maxim
“knowledge is power” within the photograph using Bacon’s cipher. The 71 soldiers and their
instructors convey the cipher text by facing or looking away from the camera. Those facing
denote an “A.” Those looking away denote a “B.” There weren’t quite enough present to encode
the entire maxim, so the decoded message actually reads, “KNOWLEDGE IS POWE.” Here’s the
decoding:

{f
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Steganography is something most computer forensic examiners study but rarely use. Still, it’s a
fascinating discipline with a history reaching back to ancient Greece, where masters tattooed
secret messages on servants’ shaved scalps and hit “Send” once the hair grew back. Digital
technology brought new and difficult-to-decipher steganographic techniques enabling images,
sound and messages to hitch a hidden ride on a wide range of electronic media.
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Processing Part Il

Why Care about Encoding?

All this code page and Unicode stuff matters because of the vital role that electronic search plays
in the identification and exploration of digital evidence. Modern evidence isn’t sitting in a box, but
must be teased out of databases, media and vast repositories. Little of it is organized. Its
“unstructured” data. If we index an information item for search using the wrong code page, the
information in the item won’t be extracted, won’t become part of the index and, accordingly, won’t
be found even when the correct search terms are run. Many older search tools and electronic
records are not Unicode-compliant. Worse, because encrypted content may include a smattering
of ASCII text, a search tool may conclude it’s encountered a document encoded with Latin-1 and
won’t flag the item as having failed to index. In short, encoding issues carry real-world
consequences, particularly when foreign language content is in the collection. If you aren’t aware
of the limits of the processing tools you, your opponents or service providers use, you can’t
negotiate successful protocols. What you don’t know can hurt you.

The many ways in which data is encoded—and the diverse ways in which collection, processing and
search tools identify the multifarious encoding schemes—lie at the heart of significant challenges
and costly errors in e-discovery. It’s easy to dismiss these fundamentals of information technology
as too removed from litigation to be worth the effort to explore them; but, understanding encoding
and the role it plays play in processing, indexing and search will help you realize the capabilities and
limits of the tools you, your clients, vendors and opponents use.

Let’s look at these issues and file formats through the lens of a programmer making decisions about
how a file should function.

Hypothetical: TaggedyAnn

Ann, a programmer, must create a tool to generate nametags for attendees at an upcoming law
school reunion. Ann wants her tool to support different label stock and multiple printers, fonts,
font sizes and salutations. It will accept lists of pre-registrants as well as create name tags for those
who register onsite. Ann will call her tool TaggedyAnn. TaggedyAnn has never existed, so no
computer operating system “knows” what to do with TaggedyAnn data. Ann must design the
necessary operations and associations.

Remembering our mantra, “ESl is just numbers,” Ann must lay out those numbers in the data files
so that the correct program—her TaggedyAnn program—will be executed against TaggedyAnn data
files, and she must structure the data files so that the proper series of numbers will be pulled from
the proper locations and interpreted in the intended way. Ann must develop the file format.
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A file format establishes the way to encode and order data for storage within a file. Ideally, Ann
will document her file format as a published specification, a blueprint for the file’s construction.
That way, anyone trying to develop applications to work with Ann’s files will know what goes where
and how to interpret the data. But Ann may never get around to writing a formal file specification
or, if she believes her file format to be a trade secret, Ann may decide not to reveal its structure
publicly. In that event, others seeking to read TaggedyAnn files must reverse engineer the files to
deduce their structure and fashion a document filter that can accurately parse and view the data.

In terms of complexity, file format specifications run the gamut. Ann’s format will likely be simple—
perhaps just a few pages—as TaggedyAnn supports few features and functions. By contrast, the
published file specifications for the retired binary forms of Microsoft Excel, PowerPoint and Word

files run to 1,125, 649 and 578 pages, respectively. Microsoft’s latest file format specification for
the .PST file that stores Outlook e-mail occupies 193 pages. Imagine trying to reverse engineer such
complexity without a published specification! For a peek into the Byzantine structure of a Word
.DOCX file, see lllustration 2: Anatomy of a Word DOCX File.

File Type Identification
In the context of the operating system, Ann must link her program and its data files through
various means of file type identification.

File type identification using binary file signatures and file extensions is an essential early step in e-
discovery processing. Determining file types is a necessary precursor to applying the appropriate
document filter to extract contents and metadata for populating a database and indexing files for
use in an e-discovery review platform.

File Extensions

Because Ann is coding her tool from scratch and her data files need only be intelligible to her
program, she can structure the files any way she wishes, but she must nevertheless supply a way
that computer operating systems can pair her data files with only her executable program. Else,
there’s no telling what program might run. You can force Word to open a PDF file, but the result
will be unintelligible.

Filename extensions or just “file extensions” are a means to identify the contents and purpose of a
data file. Though her executable files must carry the file extension .EXE, any ancillary files Ann
creates can employ almost any three-letter or -number file extension Ann desires so long as her
choice doesn’t conflict with one of the thousands of file extensions already in use. That means that
Ann can’t use .TGA because it’s already associated with Targa graphics files, and she can’t use .TAG
because that signals a DataFlex data file. So, Ann settles on .TGN as the file extension for
TaggedyAnn files. That way, when a user loads a data file with the .TGN extension, Windows can
direct its contents to the TaggedyAnn application and not to another program that won’t correctly

parse the data.
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Binary File Signatures

But Ann needs to do more. Not all operating systems employ file extensions, and because
extensions can be absent or altered, file extensions aren’t the most reliable way to denote the
purpose or content of a file. Too, file names and extensions are system metadata, so they are not
stored inside the file. Instead, computers store file extensions within the file table of the storage
medium’s file system. Accordingly, Ann must fashion a unique binary header signature that
precedes the contents of each TaggedyAnn data file in order that the contents are identifiable as
TaggedyAnn data and directed solely to the TaggedyAnn program for execution.

A binary file signature (also called a magic number) will typically occupy the first few bytes of a file’s
contents. It will always be hexadecimal values; however, the hex values chosen may correspond to
an intelligible alphanumeric (ASCII) sequence. For example, PDF document files begin 0x 25 50 44
46 2D,* which is %PDF- in ASCII. Files holding Microsoft tape archive data begin Ox 54 41 50 45,
translating to TAPE in ASCIl. Sometimes, it’s a convoluted correlation, e.g., Adobe Shockwave Flash
files have a file extension of SWF, but their file signature is Ox 46 57 53, corresponding to FWS in
ASCII. In other instances, there is no intent to generate a meaningful ASCIl word or phrase using
the binary header signatures; they are simply numbers in hex. For example, the header signature
for a JPG image is Ox FF D8 FF EO which translates to the gibberish y@ya in ASCII.

Binary file signatures often append characters that signal variants of the file type or versions of the
associated software. For example, JPG images in the JPEG File Interchange Format (JFIF) use the
binary signature Ox FF D8 FF EO 00 10 4A 46 49 46 or y@ya JFIF in ASCII. A JPG image in the JPEG
Exchangeable Image File Format (Exif, commonly used by digital cameras) will start with the binary
signature Ox FF D8 FF E1 00 10 45 78 69 66 or y@ya Exif in ASCII.

Ann peruses the lists of file signatures available online and initially thinks she will use Ox 54 41 47
21 as her binary header signature because no one else appears to be using that signature and it
corresponds to TAG! in ASCII.

But, after reflecting on the volume of highly-compressible text that will comprise the program’s
data files, Ann instead decides to store the contents in a ZIP-compressed format, necessitating that
the binary header signature for TaggedyAnn’s data files be Ox 50 4B 03 04, PK.. in ASCII. All files
compressed with ZIP use the PK.. header signature (again, because Phil Katz, the programmer who
wrote the ZIP compression tool, chose to flag his file format with his initials).

4 The leading “Ox” signals that the data that follows is notated in hexadecimal.
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How can Ann ensure that only TaggedyAnn opens these files and they are not misdirected to an
unzipping (decompression) program? Simple. Ann will use the .TGN extension to prompt Windows
to load the file in TaggedyAnn and TaggedyAnn will then read the PK.. signature and unzip the
contents to access the compressed contents.

But, what about when an e-discovery service provider processes the TaggedyAnn files with the
mismatched file extensions and binary signatures? Won’t that throw things off? It could. We’'ll
return to that issue when we cover compound files and recursion; but first, an exercise to illustrate
what you’ve read.
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‘e # Exercise 7: Encoding: File Extensions

GOALS: The goals of this exercise are for the student to:

1. Through experimentation, understand the function of file extensions in Windows or Mac; and
2. Assess the utility and reliability of file extensions as a filtering tool in e-discovery.

OUTLINE: Section A: Students using Microsoft Windows operating systems will modify file
extensions for a known file type to determine the impact on file appearance and application
association. Section B: Mac users will investigate the treatment of file extensions and “Open With”
option in the Info window. Do Section 7(A) or Section 7(B), not both.

7(A). File Extensions in Windows (Students with Windows machines do this exercise)

Step 1: Right click on an open area of your Desktop and select | #oleroptons =5=)
New>Text Document. Open the document “New Text ||Genesl] Ve |seach
Folder views
Document.txt” that was created and type your name. Save the file. o e o o
Applyto Folders | | Reset Folders

NOTE: If you cannot see the file’s extension of .txt, your computer Advenced setings

Files and Folders -
Always show icons, never thumbnails

V| Always show menus

/| Display file icon on thumbnails

| Display file size information in folder tips
Display the full path in the title bar (Classic theme only)
Hidden files and folders

Dont show hidden files, folders, or drives

may be configured to hide file extensions. If so, select

m

Start>Computer>Organize>Folder and Search Options>View*

and uncheck the folder option “hide extensions for known file

4 @) Show hidden files, folders, and drives
types' V| Hide empty drives in the Computer folder
Hide extensions for known file types
Hide protected operating system files (Recommended)
Step 2: Locate the New Text Document.txt file you just " Rostore Defauts |
created and, while depressing the Ctrl key, click and drag the file oK Fe— o

to create a duplicate of the file. Do this four more times to create
five identical copies of the file (Windows will change the filenames slightly to allow them to co-exist
in the same folder).

Step 3: Right click on any copy of New Text Document.txt |Ffeame

and Select Rename. Change Only the extension Of the f||e ! If you change a file name extension, the file might become unusable.

Are you sure you want to change it?

from .txt to .doc. Hit the Enter key to accept the change.

You should get a warning message asking if you are sure you

want to change the extension. Select “Yes.”

4 In Windows 8, you can get there by typing ‘folder options” at the Start screen to locate the Folder Options menu,
then click the Folder Options menu and select the View tab and Advanced Options to continue to uncheck the option
“hide extensions for known file types” option.
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Step 4: Change the file extensions for each of the four other copies of the file to .zip, .xls, .ppt and
.htm.

Did you notice any change to the icons used by Windows to reflect the file type?

Step 5: Take a screen shot of the folder showing the icons for all six files. You will submit this
screen shot as your work on the exercise. This is all you need to submit for Exercise 7.

Step 6: Try to launch each of the five copies with their new extensions. What application launches
for each?

Step 7: Save one of the renamed files with no file extension and launch it. What happens?

Discussion questions:
1. How might a file acquire a file extension other than the correct one or lack a file extension?
2. How does Windows determine what application to run for each file extension?
3. How might you determine what application should be used to open a file with an unfamiliar
file extension? Check out FileExt.com.

B. File Extensions in MacOS (Students with MacOS machines do this exercise)

Step 1: Create an empty folder called “File Extension Exercise” on your Desktop. Run the text
editor called TextEdit (found in your Applications folder). Create a new blank document by either
clicking File>New or Command-N. Type your name in this new blank document and save the file
as “myname.txt” in your exercise folder. Be sure to save it in the new folder, like so:

® 06 [ File Extension Exercise =
> B E) ()@@ |
FAVORITES
= All My Files
© AirDrop -
E'fl Documents myname
# Applications
[ Desktop
) Downloads
H Movies
JJ Music
Pictures
T

-
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Step 2: Locate the file myname.txt you just created, select it and type Command-D (38-D) four
times to create four duplicates of the file. You can also right click and select Duplicate to achieve
the same result, repeating The Apple Mac operating system hides file extensions by default; so,
depending upon your system settings, you may or may not see file extensions for the five files. In
the next steps, you will change settings, if necessary, to show file extensions. Your folder should

now look like this:

® 006 [ File Extension Exercise e
[l>) = (mm) (=) (%-](2](®]) @ i
FAVORITES

E Al My Files _ - =

@ AirDrop T T ™

[} Documents myname myname copy myname copy 2

#\ Applications

Desktop N N

€ Downloads

H Movies TXT TXT

JJ Music myname copy 3 myname copy 4

(&) Pictures

Step 3: Right click on the file myname.txt and select
Get Info. As you can see in the figure at right, “Craig
Ball” is nine letters and a space, so the file size (top
right corner) is 10 bytes, reflecting the ten ASCII
characters comprising its contents.

Note in the Name & Extensions region that the option
“Hide Extensions” is checked. This option can be
turned on and off for individual files. Ifit’s checked for
your machine, uncheck the selection and note that the
file icon now shows the name and extension,
myname.txt.

Step 4: Select the first duplicate file you created called
myname copy and Get Info. In the Name &
Extensions region, change the file’s extension from
Ixt to .docx and uncheck “Hide extension.” Hit the
Enter key to accept the change. and when your system
asks, “Are you sure you want to change the extension
from “.txt” to “.docx”?” select “Use .docx.”

Step 5: Do the same thing for each of the three other
copies of the file: uncheck “Hide extension” and
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8 00 | myname Info

- myname 10 bytes

Modified: Today, 2:28 PM

Add Tags...

¥ General:

Kind: Plain Text Document
Size: 10 bytes (4 KB on disk)
Where: /Users/craig/Desktop/File Extension Exercise
Created: Today, 2:28 PM
Modified: Today, 2:28 PM
Stationery pad

Locked

¥ More Info:

¥ Name & Extension:

myname.txt

 Hide extension

¥ Open with:

/ TextEdit

Use this application to open all documents like this one.

Change All..

V Preview:

Craig Ball




change the file extensions of each to,

(] File Extension Exercise =

[z o (e (2] (2])(=]) G

respectively, .jpg, .xIsx and .mp3. Now, s
the contents of your exercise folder (al>]
should look like mine at right. FAVORITES

=1 All My Files
“ AirDrop

fjj Documents

Step 6: Take a screenshot of your
exercise folder showing the icons for

all five files.*® You will submit the ) Desktop
) Downloads
screenshot to show your work on the =
exercise. Thisis all you need to submit JJ Music
(@) Pictures

for Exercise 7.

Step 7: Try to launch each of the

T DOCX JPEG

myname.txt myname copy.docx myname copy

f\‘ Applications 2.jpg

n—_

XLSX

myname copy myname copy
3.xlsx 4.mp3

altered icons and note what application opens (or fails to open). If you have Microsoft Word

installed, clicking on myname copy.docx will
launch Word instead of TexEdit. It works because
Word knows how to parse text. Launching the next
three files with altered extensions will prompt your
system to try to launch the associated application
for JPG images, spreadsheets and music, but all will
fail because the applications are incompatible with
the contents of the file. Still, that didn’t stop the
operating system from changing the appearance of
the icons to show the incompatible applications or
from trying to launch them for incompatible files.

Step 8: Unlike Microsoft Windows, Mac OS doesn’t
slavishly rely on file extensions to pair files with the
proper applications. Pull up the Get Info screen for
named myname copy.jpg and locate the “Open
with:” panel (it probably displays Preview or
another photo viewer app). Select the pull-down
menu and select “Other...” In the following menu,
change “Enable: Recommended Applications” to
“Enable: All Applications.” Scroll down the list of
applications, select “TextEdit” and click Add. The
file still displays a JPG icon; but now, launching the
file starts TextEdit, not Preview.

® O O |« myname copy 2.jpg Info

% myname copy 2.ipg 10 bytes

»e | Modified: Today, 4:51 PM

Add Tags...

V General:
Kind: JPEG image
Size: 10 bytes (4 KB on disk)
Where: /Users/craig/Desktop/File Extension Exercise
Created: Today, 2:28 PM
Modified: Today, 4:51 PM
[_| Stationery pad

[ | Locked

¥ More Info:

Last opened: Today, 4:49 PM

¥ Name & Extension:

myname copy 2.jpg

[_] Hide extension

p Comments:
¥ Open with:

| &b Preview cal

Use this application to open all documents like this one.

| Change All... |

45 0n my Mac, the key combo Shift-Command-4 plus space bar generates a camera cursor that saves a screenshot of
any folder or open window | select by clicking my mouse. A screenshot captured this way is stored on the desktop
and features a white border around the window with a bit of a drop shadow.
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Common File Extensions and Associated File Types

Extension
Text Files
.doc
.docx
.pages
rtf

Axt

Mail Files
.edb

.eml
.mime
.msg

.nsf

.ost

.pst

Data Files
.CSV

.dat

key

.pps

.ppt

.pptx

vcf

xml

Audio Files
.m3u

.mid

.mp3

.mpa

.ra

.wav

.wma

Video Files
.asf
.asx
.avi

Associated File Type

Microsoft Word Document

Microsoft Word Open XML Document
Pages Document

Rich Text Format File

Plain Text File

Microsoft Exchange database

Outlook Express Mail Message
Multi-Purpose Internet Mail Message File
Outlook Mail Message

IBM/Lotus Notes container file

Microsoft Outlook synchronization file
Microsoft Outlook container file

Comma Separated Values File

Data File

Keynote Presentation

PowerPoint Slide Show

PowerPoint Presentation
PowerPoint Open XML Presentation
vCard File

XML File

Media Playlist File

MIDI File

MP3 Audio File

MPEG-2 Audio File

Real Audio File

WAVE Audio File
Windows Media Audio File

Advanced Systems Format File
Microsoft ASF Redirector File
Audio Video Interleave File
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.mov Apple QuickTime Movie

.mp4 MPEG-4 Video File

.mpg MPEG Video File

.rm Real Media File

swf Shockwave Flash Movie
.vob DVD Video Object File
wmv Windows Media Video File

Raster Image Files

.bmp Bitmap Image File

gif Graphical Interchange Format File
Jpg JPEG Image File

.png Portable Network Graphic

.psd Adobe Photoshop Document

if Tagged Image File

Vector Image Files

.ai Adobe Illustrator File

.drw Drawing File

.eps Encapsulated PostScript File
.ps PostScript File

.SVg Scalable Vector Graphics File

Page Layout Files
.pdf Portable Document Format File

Spreadsheet Files

.wks Works Spreadsheet
Xls Excel Spreadsheet
Xlsx Microsoft Excel Open XML Spreadsheet

Database Files

.db Database File

.dbf Database File

.mdb Microsoft Access Database

.pdb Program Database

.sql Structured Query Language Data

Executable (Program) Files

.app Mac OS X Application
.bat DOS Batch File
.cgi Common Gateway Interface Script
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.com DOS Command File

.exe Windows Executable File
.gadget Windows Gadget

Jar Java Archive File

.pif Program Information File

.vb VBScript File

wsf Windows Script File

CAD Files

.dwg AutoCAD Drawing Database File
.dxf Drawing Exchange Format File
GIS Files

.mxd Map Exchange Document

kml Keyhole Markup Language File
Web Files

.asp Active Server Page

.cer Internet Security Certificate

.csr Certificate Signing Request File
.CSS Cascading Style Sheet

.htm Hypertext Markup Language File
.html Hypertext Markup Language File
Jjs JavaScript File

.Jsp Java Server Page

.php Hypertext Preprocessor File

.rss Rich Site Summary

Xhtml Extensible Hypertext Markup Language File
Font Files

fnt Windows Font File

.fon Generic Font File

.otf OpenType Font

Atf TrueType Font

System Files

.cab Windows Cabinet File

.cpl Windows Control Panel Item
.cur Windows Cursor

dll Dynamic Link Library

.dmp Windows Memory Dump

.drv Device Driver
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nk File Shortcut
.SYS Windows System File

Settings and Configuration Files

.cfg Configuration File

.ini Windows Initialization File
.keychain Mac OS X Keychain File
.prf Outlook Profile File

Encoded Files

.bin Macbinary Encoded File
.hgx BinHex 4.0 Encoded File
.uue Uuencoded File

Compressed Files

7z 7-Zip Compressed File

.deb Debian Software Package

.8z Gnu Zipped Archive

.pkg Mac OS X Installer Package
.rar WinRAR Compressed Archive
Sit Stuffit Archive

.Sitx Stuffit X Archive

tar.gz Tarball File

.Zip Zipped File

.Zipx Extended Zip File

Disk Image Files

.dmg Mac OS X Disk Image
.iso Disc Image File
.toast Toast Disc Image
.ved Virtual CD

Developer Files

.C C/C++ Source Code File

.class Java Class File

.cpp C++ Source Code File

.CS Visual C# Source Code File

.dtd Document Type Definition File
fla Adobe Flash Animation

.java Java Source Code File

.m Objective-C Implementation File
.pl Perl Script
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File Structure

Now, Ann must decide how she will structure the data within her files. Once more, Ann’s files need
only be intelligible to her application, so she is unconstrained in her architecture. This point
becomes important as the differences in file structure are what make processing and indexing
essential to electronic search. There are thousands of different file types, each structured in
idiosyncratic ways. Processing normalizes their contents to a common searchable format.

Some programmers dump data into files in so consistent a way that programs retrieve particular
data by offset addressing; that is, by beginning retrieval at a specified number of bytes from the
start of the file (offset from the start) and retrieving a specified extent of data from that offset
forward (i.e., grabbing X bytes following the specified offset).

Offset addressing could make it hard for Ann to add new options and features, so she may prefer
to implement a chunk- or directory-based structure. In the first approach, data is labeled within
the file to indicate its beginning and ending, or it may be tagged (“marked up”) for identification.
The program accessing the data simply traverses the file seeking the tagged data it requires and
grabs the data between tags. There are many ways to implement a chunk-based structure, and it’s
probably the most common file structure. A directory-based approach constructs a file as a small
operating environment. The directory keeps track of what’s in the file, what it’s called and where
it begins and ends. Examples of directory-based formats are ZIP archive files and Microsoft Office
files after Office 2007. Ann elects to use a mix of both approaches. Using ZIP entails a directory
and folder structure, and she will use tagged, chunked data within the compressed folder and file
hierarchy.

Data Compression

Many common file formats and containers are compressed, necessitating that e-discovery
processing tools be able to identify compressed files and apply the correct decompression
algorithm to extract contents.

Compression is miraculous. It makes modern digital life possible. Without compression, we
wouldn’t have smart phones, digitized music, streaming video or digital photography. Without
compression, the web would be a much different, much duller place.

Compression uses algorithms to reduce the space required to store and the bandwidth required to
transmit electronic information. If the algorithm preserves all compressed data, it's termed
“lossless compression.” If the algorithm jettisons data deemed expendable, it's termed “lossy
compression.”
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JPEG image compression is lossy compression, executing a tradeoff between image quality and file
size. Not all the original photo’s graphical information survives JPEG compression. Sharpness and
color depth are sacrificed, and compression introduces distortion in the form of rough margins
called “jaggies.” We likewise see a loss of fidelity when audio or video data is compressed for
storage or transmission (e.g., as MPEG or MP3 files). The offsetting benefit is that the smaller file
sizes facilitate streaming video and storing thousands of songs in your pocket.

In contrast, file compression algorithms like ZIP are lossless; decompressed files perfectly match
their counterparts before compression. Let’s explore how that’s done.

One simple approach is Run-Length Encoding. It works especially well for images containing
consecutive, identical data elements, like the ample white space of a fax transmission. Consider a
black and white graphic where each pixel is either B or W; for example, the image of the uppercase
letter “E,” below left:

BBBBB The image at left requires 45 characters 2W5B2W

BB but we can write it in 15 fewer 2W2B5W

BBBB characters by adding a number 2W4B3W

BB describing each sequence or “run,“ i.e., 2W2B5W

BBBBB 2 white pixels, 5 black, 2 white. 2W5B2W
We've compressed the data by a third. |5B]| We've compressed the data by

Refining our run-length compression, we |2B5W  almost half but added overhead: we
substitute a symbol (|) for each 2W and now |4B3W  must now supply a dictionary defining
need just 23 characters to describe the |2BSW  |=2w.

graphic, like so: |5B|

Going a step further, we swap in symbols for |\ It takes just 17 characters to serve as

5B (\), 2B (/) and 5W (™), like so: |/~ a compressed version of the original
|4B3W 45 characters by adding three more
|/~ symbols to our growing dictionary.
Y

As we apply this run-length encoding to more and more data, we see improved compression ratios
because we can apply symbols already in use and don’t need to keep adding new symbols to our
dictionary for each swap.
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ZIP employs a lossless compression algorithm called DEFLATE, which came into use in 1993.
DEFLATE underpins both ZIP archives and the PNG image format; and thanks to its efficiency and
being free to use without license fees, DEFLATE remains the most widely used compression
algorithm in the world.

Tools for processing files in e-discovery must identify compressed files and apply the correct
algorithm to unpack the contents. The decompression algorithm locates the tree and symbols
library and retrieves and parses the directory structure and stored metadata for the contents.

Identification on Ingestion

Remember Programmer Ann and her struggle to select a TaggedyAnn file extension and signature?
Now, those decisions play a vital role in how an e-discovery processing tool extracts text and
metadata. If we hope to pullintelligible data from a file or container, we must first reliably ascertain
the file’s structure and encoding. For compressed files, we must apply the proper decompression
algorithm. If it’s an e-mail container format, we must apply the proper encoding schema to
segregate messages and decode all manner of attachments. We must treat image files as images,
sound files as sounds and so on. Misidentification of file types guarantees failure.

The e-discovery industry relies upon various open source and commercial file identifier tools. These
tend to look first to the file’s binary header for file identification and then to the file’s extension
and name. If the file type cannot be determined from the signature and metadata, the
identification tool may either flag the file as unknown (an “exception”) or pursue other
identification methods as varied as byte frequency analysis (BFA) or the use of specialty filetype
detection tools designed to suss out characteristics unique to certain file types, especially container
files. Identifiers will typically report both the apparent file type (from metadata, i.e., the file’s name
and extension) and the actual file type. Inconsistencies between these may prompt special
handling or signal spoofing with malicious intent.

The table below sets out header signatures aka “magic numbers” for common file types:

File Type Extension Hex Signature ASCII Notes
ZIP Archive ZIP 50 4B 03 04 PK..
MS Office DOCX 504B 03 04 PK.. | Compressed XML files
XLSX
PPTX
Outlook mail PST 2142 44 AE 42 IBDN
Outlook message MSG DOCF11EO0A1B11AE1
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File Type Extension Hex Signature ASCII Notes

Executable file EXE 4D 5A Mz For Mark Zbikowski, who said,
“when you're writing the linker,
you get to make the rules.”

Adobe PDF PDF 255044 46 %PDF

PNG Graphic PNG 89 50 4E 47 .PNG

VMWare Disk file | VMDK | 4B 44 4D 56 KDMV

WAV audio file WAV 52 49 46 46 RIFF

Plain Text file TXT none none | Only binary files have signatures

Media (MIME) Type Detection

File extensions are central to Microsoft operating systems. Systems like Linux and Mac OS X rely
less on file extensions to identify file types. Instead, they employ a file identification mechanism
called Media (MIME) Type Detection. MIME, which stands for Multipurpose Internet Mail
Extensions, is a seminal Internet standard that enables the grafting of text enhancements, foreign
language character sets (Unicode) and multimedia content (e.g., photos, video, sounds and
machine code) onto plain text e-mails. Virtually all e-mail travels in MIME format.

The ability to transmit multiple file types via e-mail created a need to identify the content type
transmitted. The Internet Assigned Numbers Authority (IANA) oversees global Internet addressing
and defines the hierarchy of media type designation. These hierarchical designations for e-mail
attachments conforming to MIME encoding came to be known as MIME types. Though the use of
MIME types started with e-mail, operating systems, tools and web browsers now employ MIME
types to identify media, prompting the IANA to change the official name from MIME Types to Media
Types.

Media types serve two important roles in e-discovery processing. First, they facilitate the
identification of content based upon a media type declaration found in, e.g., e-mail attachments
and Internet publications. Second, media types serve as standard classifiers for files after
identification of content. Classification of files within a media type taxonomy simplifies culling and

n u

filtering data in ways useful to e-discovery. While it’s enough to specify “document,” “spreadsheet”
or “picture” in a Request for Production, e-discovery tools require a more granular breakdown of
content. Tools must be able to distinguish a Word binary .DOC format from a Word XML .DOCX

format, a Windows PowerPoint file from a Mac Keynote file and a GIF from a TIFF.

Media Type Tree Structure
Media types follow a path-like tree structure under one of the following standard types:

application, audio, image, text and video (collectively called discrete media types) and message
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and multipart (called composite media types). These top-level media types are further defined by
subtype and, optionally, by a suffix and parameter(s), written in lowercase.

Examples of file type declarations for common file formats:
Note: File types prefixed by x- are not IANA. Those prefixed by vnd. are vendor-specific formats.

Application

Word .DOC: application/msword

Word .DOCX: application/vnd.openxmlformats-officedocument.wordprocessingml.document
Adobe PDF: application/pdf (.pdf)

PowerPoint .PPT: application/vnd.ms-powerpoint

PowerPoint .PPTX:  application/vnd.openxmlformats-officedocument. presentationml.
presentation

Slack file: application/x-atomist-slack-file+json
.TAR archive: application/x-tar

Excel .XLS: application/vnd.ms-excel

Excel .XLSX: application/vnd.openxmlformats-officedocument.spreadsheetml.sheet
ZIP archive .ZIP: application/zip

Audio

.MID: audio/x-midi

.MP3: audio/mpeg

.MP4: audio/mp4

.WAV: audio/x-wav

Image

.BMP: image/bmp

.GIF: image/gif

JPG: image/jpeg

.PNG: image/png

TIF: image/tiff

Text (Typically accompanied by a charset parameter identifying the character encoding)
.CSS: text/css

.CSV: text/csv
.HTML: text/html
.ICS: text/calendar
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.RTF: text/richtext

TIXT text/plain

Video

AV video/x-msvideo
.MOV: video/quicktime
.MP4: video/mp4
.MPG: video/mpeg

When All Else Fails: Octet Streams and Text Stripping

When a processing tool cannot identify a file, it may flag the file as an exception and discontinue
processing contents; but the greater likelihood is that the tool will treat the unidentifiable file as an
octet stream and harvest or “strip out” whatever text or metadata it can identify within the stream.
An octet stream is simply an arbitrary sequence or “stream” of data presumed to be binary data
stored as eight-bit bytes or “octets.” So, an octet stream is anything the processor fails to recognize
as a known file type.

In e-discovery, the risk of treating a file as an octet stream and stripping identifiable text is that
whatever plain text is stripped and indexed doesn’t fairly mirror relevant content. However,
because some text was stripped, the file may not be flagged as an exception requiring special
handling; instead, the processing tool records the file as successfully processed notwithstanding
the missing content.
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e # Exercise 8: Encoding: Binary Signatures

GOALS: The goals of this exercise are for the student to:

1. Identify and parse binary file signatures and hex counterparts; and

2. Better appreciate the role data encoding plays in computing and e-discovery.
OUTLINE: Students will examine the binary content of multiple files of various types to determine
consistent binary and hex file signatures suitable for filtering, processing and carving in e-discovery
and computer forensics.

Binary and Hex File Signatures

As we saw earlier, a file’s header is data at or near the start of the file that serves to identify the
type of data contained in the file (as well as information about the file’s length, structure or other
characteristics). File headers play a crucial role in the recovery of deleted data and the
identification of hidden files. Computer forensic examiners often recover deleted files by scanning
the recycled areas of hard drives called “unallocated clusters” for file signatures in a process called
“data carving.”

Step 1: Download the Zip file at www.craigball.com/filetypes.zip and extract its contents to your

desktop or any other convenient location on your computer.

Step 2: The extracted contents will comprise nine folders (named BMP, DOC, DWG, GIF, JPG, PDF,
TXT, WAV and XLS), each containing samples of file types commonly processed in e-discovery.

Step 3: Identify file header signatures for common file types

Using your web browser, go to the Online HexDump Utility at
http://www.fileformat.info/tool/hexdump.htm and click “choose File.” Using the selection box that
will appear, navigate to the folder just extracted called BMP (you should see seven files) and select
the file called TOC.bmp. Click “Open.” Now click the blue “Dump” button on the Online HexDump
Utility page. You should see this:
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file name: TOC.bmp
mime type:

0000-0010: 42 4d 82 7d4-04 00 00 00-00 00 36 00-00 00 28 00 BM.}.... ..0...({(.
0000-0020: 00 00 3% 01-00 00 eb 00-00 00 01 00-20 00 00 OO0 ..S9..... c.oo..on..
0000-0030: 00 00 00 00-00 00 c4 0e-00 00 c4 0e-00 00 00 OO0 ...i.ceen wunononn.
0000-0040: 00 00 0O 00-00 00 Ob Oa-06 ff Ob 0Oa-06 ££f Ob Oa .......c. c.oooon..
0000-0050: 0Oe ££f Ob 0a-0& f£f Ob 0a-06 f££f Oa 05-05 f£f 0a 09 ..... ... caooononn.
0000-00e0: 05 ££ 05 08-04 ££f 095 08-04 ££f 09 08-04 ££ 09 08 ... ... caoeoonn.
0000-0070: 04 ££f 0S5 08-04 £f 05 08-04 f£f 08 07-03 ££ 08 07 ... .c. cuoeoonn.
0000-0080: 03 ££ 08 07-03 ££f 09 08-04 £f 09 08-04 ££f 09 08 . ... ... cuoooonn.
0000-0050: 04 ££ 0S5 08-04 ££f 095 08-04 ££ 07 08-01 ££ 08 08 ......u. cuooonn.
0000-00a0: 02 ££ 08 07-02Z £f 08 0e-03 ££f 05 07-03 ££f 06 07 ......es cuoooann.
0000-00k0: 03 ££ 05 07-03 ££f 03 07-05 ££f 04 07-05 ££f 04 07 ... ees tuniann.
0000-00c0: 05 ££f 04 06-04 £f 05 06-04 £f 05 06-04 £f 05 06  ..... ... ... ....
0000-00d0: 04 ££f 05 0Oe-04 £f 05 06-04 £f 05 06-04 ££f 05 06 .....evs tunionn.
0000-00e0: 04 ££f 05 06-04 £f 05 06-04 f£f 05 06-04 £f 05 06 ......vt cunoonn.
00o00-00£0: 03 ££ 05 05-04 £f 05 05-05 f£f 05 05-05 £f 04 04 . ....... ........

0000-0100: 04 ££ 07 0&-08 ££ 07 0&-08 ££f 08

07-09 ££ 0% 08 .....uies tononann.

Note the first few bytes of the file. Load and peruse each of the remaining six bitmap files in BMP
folder and identify text within the first few bytes of each that is common to all of the files in the
BMP folder. Do you see that the first two characters of all of the BMP files are BM (hex 42 4D)?
BM is the binary signature header identifying the content of each file as a bitmap image. Even if
you changed the files’ extensions to something other than BMP, that header signature gives away
its content.

Now, use hexDump to view each of the six files in the folder called DWG (DWG is an extension
typically denoting AutoCAD drawing files). Look at each of the six DWG files. Can you identify a
common binary header? Note that all of the files begin “AC10” but the next two values vary from
15 to 18 to 24.

Header variation may indicate file formats that have changed over time. In the case of these DWG
files, the headers AC1015, AC1018 and AC1024 reference AutoCAD files created using different
releases of the AutoCAD program. AC1015 indicates that the drawing was made using version 15
of AutoCAD, sold in the year 2000. Version 18 was released in 2004 and version 24 in 2010.

Step 4: Identify Binary Signatures for Common File Types

Because file headers can vary, like the DWG files above, it's important to identify signatures that
are common to all the files of a particular file type.

Examine the files in the DOC, GIF, PDF, TXT, WAV and XLS folders to determine the common

binary signature you’d use to identify each of those file types. Now, record those signatures as

hexadecimal values. Remember: you want a file signature to be as long as possible to assure it’s
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precise, but you must not include characters that are not common to all files of that file type lest
you fail to find those variations. Show your answers below:

File Type Binary Signature Hex Signature

DOC

GIF

PDF

WAV

XLS

TXT

Discussion questions (NOT ASSIGNED):
1. Do all files have unique binary signatures?
How do you distinguish between the various MS Office files?
Do file signatures always start with the first byte of a file?
Can afile’s binary signature be changed?
Do files have footers (signatures at the end of files)?
How are file signatures used by e-discovery service providers and forensic examiners?
Can you find a leetspeak message (Google it) in the hex headers of Microsoft Office files?

No vk wnN
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e # Exercise 9: Encoding: Unicode

GOALS: The goals of this exercise are for the student to:

1. Gain further familiarity with the concept of encoding character sets and code pages;

2. Understand the significance of single byte and multibyte encoding schemes (e.g., Unicode); and
3. Appreciate the role that encoding schemae play in EDD processing and search.

OUTLINE: Students will examine files of like content in different foreign languages and character
sets and, correspondingly, encoded using different multibyte code pages. You might want to re-
read the brief discussion of Unicode at pp. 103-104.

Step 1: Use the files you extracted from www.craigball.com/filetypes.zip in Exercises 3 and 8 (in
folders BMP, DOC, DWG, GIF, JPG, PDF, TXT, WAV and XLS).

Step 2: Identify file header signatures for common file types

Using your web browser, go to the Online HexDump Utility at
http://www.fileformat.info/tool/hexdump.htm and click “choose File.” Using the selection box that
will appear, navigate to the folder called TXT. You should see 24 files. Select the file called
eula.1033.txt. Click “Open.” Now click the blue “Dump” button on the Online HexDump Utility
page. You should see this:

file name: eula.l1033.txt

mime type:

0000-0010: f£f fe 4d 00-49 00 43 00-52 00 4f 00-53 00 4f 00 ..M.I.C. R.O.S.0.
oao0-0020: 46 00 54 00-20 00 53 00-4f 00 46 00-54 00 57 00 F.T...S. O.F.T.W.
0ao00-0030: 41 00 52 00-45 00 20 00-4¢c 00 4% 00-43 00 45 00 A.R.E. L.I.C.E.
0a00-0040: 4e 00 53 00-45 00 20 00-54 00 45 00-52 00 44 00 N.S.E... T.E.R.M.
0ao0-0050: 53 00 Od 00-0z 00 44 00-4% 00 43 00-52 00 4f 00 sS..... M. I.C.R.O.
0ao00-0060: 53 00 4f 00-46 00 54 00-20 00 56 00-49 00 53 00 S.O.F.T V.I.5.
0a00-0070: 5 00 41 00-4< 00 20 00-53 00 54 00-55 00 44 00 U.A.L... S.T.U.D.
0o00o0Q-0080: 4% 00 4f 00-20 00 54 00-4f 00 4f 00-4¢c 00 53 00 I.0...T. .0.L.S.
0Qo0-00%90: 20 00 46 00-4f 00 52 00-20 00 54 00-48 00 45 00 ..F.O.R. ..T.H.E.
0000-00a0: 20 00 4d 00-4S9 00 43 00-52 00 4f 00-53 00 4f£ 00 ..M.ILC. R.O.S.O0.
0000-00kp0: 46 00 54 C00-20 00 4f 00-4¢ 00 46 00-49 00 43 00 F.T...0. F.F.I.C.
0000-00c0: 5 00 20 00-53 00 5% 00-53 00 54 00-45 00 44 00 E...S5.Y. S.T.E.M.
oaoo-00d0: 20 00 28 00-56 00 45 00-52 00 53 00-4% 00 4£f 00 ..(.V.E. R.8.I.0.
0000-00e0: 4= 00 20 00-33 00 Ze 00-30 00 20 00-52 00 55 00 N...3. 0...R.U.
0a00-00£0: 4e 00 54 00-49 00 44 00-45 00 2% 00-04d 00 Oa 00 N.T.I.M. E.).....
0a00-0100: 54 00 &8 00-&5 00 73 00-&5 00 20 00-6c 00 &9 00 T.h.e.s. e...1.1
0000-0110: &3 00 &5 00-6= 00 73 00-65 00 20 00-74 00 &5 00 c.e.n.s. =...t¢.

Note the “dots” that appear between the letters in the document. This is how Unicode text
appears when viewed using a tool that treats it like ASCIl. Looking at the same content in hex, you
can see the second byte used to encode each letter is hex 00. Because the second byte isn’t needed

183


http://www.craigball.com/filetypes.zip
http://www.fileformat.info/tool/hexdump.htm

for the Latin alphabet, it’s ‘zeroed out’ and appears as a dot separating each letter when treated as
ASCIL.

Step 3: Open in Default Text Viewer

Now, double click on the file eula.1033.txt to open it in your default text viewer application (likely
to be Notepad, Wordpad or Word on a Windows machine; TextEdit on a Mac). You may also use
the free online application at http://www.rapidtables.com/tools/notepad.htm. Chances are,

when eula.1033.txt opens in the text viewer, it will look “normal;” that is, you won’t see any dots
or spaces between the letters of each word. That’s because your operating system (or the online
text editor) is applying a code page that correctly interprets the Unicode data (likely UTF-8 or UTF-
16) in the view presented to you.

Discussion Question: What difference might Unicode encoding make in framing searches for e-
discovery?

Step 4: Foreign Language Encodings

Double click on the file eula.1037.txt to open it in your default text viewer application. When it
opens, it should be in Hebrew with some scattered English text. If you see the Hebrew, it’s because
your system is applying the correct Unicode character encoding to the data and not attempting to
display it to you as ASCII text.

To see what it looks like when the wrong (ASCII) encoding is applied, return to the Online HexDump
Utility at http://www.fileformat.info/tool/hexdump.htm and load eula.1037.txt. All you will be

able to see in the right column will be the scattered English text. The Hebrew text will be replaced
by dots. Like so:

184


http://www.rapidtables.com/tools/notepad.htm
http://www.fileformat.info/tool/hexdump.htm

file name: eula.l1037.txt
mime type:

0000-0010: £f fe ea 05-=0 05 d0 05-d% 05 20 00-e8 05 e% 05 ........ covaon..
0000-0020: d9 05 d5 05-df 05 Z0 00-e2 05 dl 05-d5 05 e8 053 ......c.h covunnns

0000-0030: 20 00 =a 05-d5 05 db 05-20 05 ea 05-20 00 4d 00 ........ «ceucu.n M.
0000-0040: 49 00 43 00-52Z 00 4f 00-53 00 4f 00-46 00 54 00 I.C.R.0. S.C.F.T.
0000-0050: ©0d 00 0a 00-4d 00 4% 00-43 00 52 00-4f 00 53 00 ....M.I. C.R.O.S.
0000-0060: 4f 00 46 00-54 00 Z0 00-5& 00 4% 00-53 00 55 00 O.F. . V.I.5.0.
0000-0070: 41 00 4c 00-20 00 53 00-54 00 55 00-44 00 45 00 A.L...S5. T.U.D.I.
0000-0080: 4f 00 Z0 00-54 00 4f 00-4f 00 4c 00-53 00 20 00 ©O...T.0. 0.L.S..
0000-00%0: 46 00 4f 00-52 00 Z0 00-54 00 48 00-45 00 20 00 F.O.R... T.H.E...
0000-00a0: 44 00 4% 00-43 00 52 00-4f 00 53 00-4f 00 46 00 M.I.C.R. O.5.0.F.
0000-00pb0: 54 00 20 00-4f 00 4e 00-4¢& 00 4% 00-43 00 45 00 T...Q.F. F.I.C.E.
0000-00c0: 20 00 53 00-5%2 00 53 00-54 00 45 00-4d 00 20 00 ..5.Y¥.5. T.E.M...
0000-00d0: 8 00 56 00-45 00 52 00-53 00 4% 00-4f 00 4e 00 (.V.E.R. 5.I.0.N.
0000-00e0: 20 00 33 00-Ze 00 30 00-20 00 52 00-55 00 4= 00 ..3...0. ..R.U.N.
0000-00£0: 54 00 49 00-4d 00 45 00-25% 00 O0d 00-0a 00 ea 05 T.I.M.E. ).u.....
0000-0100: e0 05 d0 05-d9 05 Z0 00-e8 05 e% 05-d% 05 d5 05 ........ couuonn..
0000-0110: df 05 Z0 00-d0 05 dc 05-d4 05 20 00-de 05 d4 053 ......vh cevannns
0000-0120: d5 05 d5 05-d2 05 dd 05-20 00 d4 05-el 05 db 053 ........ cecenun.
0000-0130: dd 05 20 00-d1 05 d9% 05-df 05 20 00-4d 00 4% 00 ........ vee.MUT.

Why? Because to maximize compatibility with single-byte ASCII text, Unicode also supports ASCII
encoding; so, the ASCII viewer in the HexDump tool can see and correctly interpret the ASCII
characters. However, the ASCIl viewer can’t make sense of double-byte encodings (i.e., the Hebrew
text) and displays a dot instead.
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Data Extraction and Document Filters
If ESI were like paper, you could open each item in its associated program (its native application),
review the contents and decide whether the item is relevant or privileged. But, ESI is much different
than paper documents in crucial ways:

e ESI collections tend to be exponentially more voluminous than paper collections

e ESlis stored digitally, rendering it unintelligible absent electronic processing

e ESI carries metainformation that is always of practical use and may be probative evidence
e ESlis electronically searchable while paper documents require laborious human scrutiny
e ESlis readily culled, filtered and deduplicated, and inexpensively stored and transmitted
e ESI and associated metadata change when opened in native applications

These and other differences make it impractical and risky to approach e-discovery via the piecemeal
use of native applications as viewers. Search would be inconsistent and slow, and deduplication
impossible. Too, you’d surrender all the benefits of mass tagging, filtering and production. Lawyers
who learn that native productions are superior to other forms of production may mistakenly
conclude that native production suggests use of native applications for review. Absolutely not!
Native applications are not suited to e-discovery, and you shouldn’t use them for review. E-
discovery review tools are the only way to go.

To secure the greatest benefit of ESI in search, culling and review, we process ingested files to
extract their text, embedded objects, and metadata. In turn, we normalize and tokenize extracted
contents, add them to a database and index them for efficient search. These processing operations
promote efficiency but impose penalties in terms of reduced precision and accuracy. It's a tradeoff
demanding an informed and purposeful balancing of benefits and costs.

Returning to Programmer Ann and her efforts to fashion a new file format, Ann had a free hand in
establishing the structural layout of her TaggedyAnn data files because she was also writing the
software to read them. The ability to edit data easily is a hallmark of computing; so, programmers
design files to be able to grow and shrink without impairing updating and retrieval of their contents.
Files hold text, rich media (like graphics and video), formatting information, configuration
instructions, metadata and more. All that disparate content exists as a sequence of hexadecimal
characters. Some of it may reside at fixed offset addresses measured in a static number of bytes
from the start of the file. But because files must be able to grow and shrink, fixed offset addressing
alone won’t cut it. Instead, files must supply dynamic directories of their contents or incorporate
tags that serve as signposts for navigation.
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When navigating files to extract contents, it’s not enough to know where the data starts and ends,
you must also know how the data’s encoded. Is it ASCIl text? Unicode? JPEG? Isit a date and time
value or perhaps a bit flag where the numeric value serves to signal a characteristic or configuration
to the program?

There are two broad approaches used by processing tools to extract content from files. One is to
use the Application Programming Interface (API) of the application that created the file. The other
is to turn to a published file specification or reverse engineer the file to determine where the data
sought to be extracted resides and how it’s encoded.

A software API allows “client” applications (i.e., other software) to make requests or “calls” to the
API “server” to obtain specific information and to ask the server to perform specific functions.
Much like a restaurant, the client can “order” from a menu of supported API offerings without
knowing what goes on in the kitchen, where the client generally isn’t welcome to enter. Like a
restaurant with off-menu items, the APl may support undocumented calls intended for a limited
pool of users.

For online data reposing in sites like Office 365, Dropbox or OneDrive, there’s little choice but to
use an APl to get to the data; but for data in local files, using a native application’s APl is something
of a last resort because APIs tend to be slow and constraining. Not all applications offer open APIs,
and those that do won’t necessarily hand off all data needed for e-discovery. For many years, a
leading e-discovery processing tool required purchasers to obtain a “bootleg” copy of the
IBM/Lotus Notes mail program because the secure structure of Notes files frustrated efforts to
extract messages and attachments by any means but the native API.

An alternative to the native application APl is the use of data extraction templates called Document
Filters. Document filters lay out where content is stored within each filetype and how that content
is encoded and interpreted. Think of them as an extraction template. Document filters can be
based on a published file specification, or they can be painstakingly reverse engineered from
examples of the data—a terrifically complex process that produces outcomes of questionable
accuracy and consistency. Because document filters are challenging to construct and keep up to
date for each of the hundreds of file types seen in e-discovery, few e-discovery processors build
their own library of document filters. Instead, they turn to a handful of commercial and open
source filters.

The leading commercial collection of document filters is Oracle’s Outside In, which its publisher

describes as “a suite of software development kits (SDKs) that provides developers with a
comprehensive solution to extract, normalize, scrub, convert and view the contents of 600

n

unstructured file formats.” Outside In quietly serves as the extraction and viewer engine behind

many e-discovery review tools, a fact the sellers of those tools are often reluctant to concede; but
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| suppose sellers of the Lexus ES aren’t keen to note it shares its engine, chassis and most parts with
the cheaper Toyota Avalon.

Aspose Pty. Ltd., an Australian concern, licenses libraries of commercial APIs, enabling software

developers to read and write to, e.g., Word documents, Excel spreadsheets, PowerPoint
presentations, PDF files and multiple e-mail container formats. Aspose tools can both read from
and write to the various formats, the latter considerably more challenging.

Hyland Software’s Document Filters is another developer’s toolkit that facilitates file identification

and content extraction for 500+ file formats, as well as support for OCR, redaction and image
rendering. Per Hyland’s website, its extraction tools power e-discovery products from Catalyst and
Reveal Software.

A fourth commercial product that lies at the heart of several e-discovery and computer forensic
tools (e.g., Relativity, LAW, Ringtail aka Nuix Discover and Access Data’s FTK) is dtSearch, which
serves as both content extractor and indexing engine.

On the open source side, Apache’s Tika is a free toolkit for extracting text and metadata from over
a thousand file types, including most encountered in e-discovery. Tika was a subproject of the open
source Apache Lucene project, Lucene being an indexing and search tool at the core of several
commercial e-discovery tools.

Beyond these five toolsets, the wellspring of document filters and text extractors starts to dry up,
which means a broad swath of commercial e-discovery tools relies upon a tiny complement of text
and metadata extraction tools to build their indices and front-end their advanced analytics.

In fact, most e-discovery tools seen in the last 15 years are proprietary wrappers around code
borrowed or licensed from common sources for file identifiers, text extractors, OCR, normalizers,
indexers, viewers, image generators and databases. Bolting these off-the-shelf parts together to
deliver an efficient workflow and user-friendly interface is no mean feat.

But as we admire the winsome wrappers, we must remember that these products share the same
DNA in spite of marketing efforts suggesting “secret sauces” and differentiation. More to the point,
products built on the same text and metadata extractor share the same limitations and
vulnerabilities as that extractor.

Recursion and Embedded Object Extraction

Just as an essential task in processing is to correctly identify content and apply the right decoding
schema, a processing tool must extract and account for all the components of a file that carry
potentially responsive information.

Modern productivity files like Microsoft Office documents are rich, layered containers called
Compound Files. Objects like images and the contents of other file formats may be embedded and
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linked within a compound file. Think of an Excel spreadsheet appearing as a diagram within a Word
document. Microsoft promulgated a mechanism supporting this functionality called OLE
(pronounced “o-lay” and short for Object Linking and Embedding). OLE supports dragging and
dropping content between applications and the dynamic updating of embedded content, so the
Excel spreadsheet embedded in a Word document updates to reflect changes in the source
spreadsheet file. A processing tool must be able to recognize an OLE object and extract and
enumerate all the embedded and linked content.

A MIME e-mail is also a compound document to the extent it transmits multipart content,
particularly encoded attachments. A processing tool must account for and extract every item in
the e-mail’s informational payload, recognizing that such content may nest like a Russian doll. An
e-mail attachment could be a ZIP container holding multiple Outlook .PST mail containers holding
e-mail collections that, in turn, hold attachments of OLE documents and other ZIP containers! The
mechanism by which a processing tool explores, identifies, unpacks and extracts all embedded
content from a file is called recursion. It’s crucial that a data extraction tool be able to recurse
through a file and loop itself to extract embedded content until there is nothing else to be found.

Family Tracking and Unitization: Keeping Up with the Parts

As a processing tool unpacks the embedded components of compound and container files, it must
update the database with information about what data came from what file, a relationship called
unitization. In the context of e-mail, recording the relationship between a transmitting message
and its attachments is called family tracking: the transmitting message is the parent object and the
attachments are child objects. The processing tool must identify and preserve metadata values
applicable to the entire contents of the compound or container file (like system metadata for the
parent object) and embedded metadata applicable to each child object. One of the most important
metadata values to preserve and pair with each object is the object’s custodian or source. Post-
processing, every item in an e-discovery collection must be capable of being tied back to an
originating file at time of ingestion, including its prior unitization and any parent-child relationship
to other objects.

Exceptions Reporting: Keeping Track of Failures

It's rare that a sizable collection of data will process flawlessly. There will almost always be
encrypted files that cannot be read, corrupt files, files in unrecognized formats or languages and
files requiring optical character recognition (OCR) to extract text. A great many documents are not
amenable to text search without special handling. Common examples of non-searchable
documents are faxes and scans, as well as TIFF images and Adobe PDF documents lacking a text
layer. A processing tool must track all exceptions and be capable of generating an exceptions
report to enable counsel and others with oversight responsibility to act to rectify exceptions by,
e.g., securing passwords, repairing or replacing corrupt files and running OCR against the files.
Exceptions resolution is key to a defensible e-discovery process.

Counsel and others processing ESI in discovery should broadly understand the exceptions handling
characteristics of their processing tools and be competent to make necessary disclosures and
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answer questions about exceptions reporting and resolution. Exceptions signify that evidence is
missing; so, exceptions must be resolved or disclosed and defended. As noted earlier, it’s
particularly perilous when a processing tool defaults to text stripping an unrecognized or
misrecognized file because the tool may fail to flag a text-stripped file as an exception requiring
resolution. Just because a tool succeeds in stripping some text from a file doesn’t mean that all
discoverable content was extracted.

Lexical Preprocessing of Extracted Text

Computers are excruciatingly literal. Computers cannot read. Computers cannot understand
language in the way humans do. Instead, computers apply rules assigned by programmers to
normalize, tokenize, and segment natural language, all instances of lexical preprocessing—steps to
prepare text for parsing by other tools.

Normalization

ESI is numbers; numbers are precise. Variations in those numbers—however subtle to humans—
hinder a computer’s ability to equate information as humans do. Before a machine can distinguish
words or build an index, we must massage the streams of text spit out by the document filters to
ultimately increase recall; that is, to ensure that more documents are retrieved by search, even the
documents we seek that don’t exactly match our queries.

Variations in characters that human beings readily overlook pose big challenges to machines. So,
we seek to minimize the impact of these variations through normalization. How we normalize data
and even the order in which steps occur affect our ability to query the data and return correct
results.

Character Normalization
Consider three characteristics of characters that demand normalization: Unicode equivalency,
diacriticals (accents) and case (capitalization).

Unicode Normalization

In our discussion of ASCIl encoding, we established that each ASCII character has an assigned,
corresponding numeric value (e.g., a capital “E” is 0100 0101 in binary, 69 in decimal and Ox45 in
hexadecimal). But linguistically identical characters encoded in Unicode may be represented by
different numeric values by virtue of accented letters having both precomposed and composite
references. That means that you can use an encoding specific to the accented letter (a
precomposed character) or you can fashion the character as a composite by pairing the encoding
for the base letter with the encoding for the diacritical. For example, the Latin capital “E” with an
acute accent (E) may be encoded as either U+00C9 (a precomposed Latin capital letter E with acute
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accent) or as U+0045 (Latin capital letter E) + U+0301 (combining acute accent). Both will appear
as E.

Easy enough to grasp, but there are a Iot of accented varlants of Latln Ietters e. g

v v a a X X % o R X A

Surely, we don’t want to have to account for every variation in which a character can be encoded
in Unicode when fashioning a query in e-discovery! To obviate that burden, the Unicode
Consortium promulgates normalization algorithms that produce a consistent (“normalized”)
encoding for each identical character. One version of the algorithm reduces all identical characters
to a composed version, and another reduces all to a decomposed (composite) version. In e-
discovery, we often seek to strip accents so see more of the latter.

Diacritical Normalization

Unicode normalization serves to ensure that the same canonical character is encoded in a
consistent way. But often—especially in the United States—we want accented characters to be
searchable whether a diacritical is employed or not. This requires normalizing the data to forge a
false equivalency between accented characters and their non-accented ASCII counterparts. So, if
you search for “resume” or “cafe,” you will pick up instances of “resumé” and “café.” As well, we
must normalize ligatures like the German Eszett (B) seen in the word “stralRe,” or “street.”

The major processing tools offer filters that convert alphabetic, numeric, and symbolic Unicode
characters which are not in the first 127 ASCII characters (the "Basic Latin" Unicode block) into their
reasonable ASCII equivalents, if any.

Case Normalization

The Latin alphabet is bicameral, meaning it employs upper- and lower-case letters to enhance
meaning.*® By contrast, languages such as Chinese, Arabic and Hebrew are unicameral and use no
capitalization. Because people capitalize indiscriminately—particularly in e-mail and messaging—
most often we want search queries to be case-insensitive such that DOE, Doe and doe all return
the same hits. Other times, the ability to limit a search to a case-specific query is advantageous,
such as by searching just DOE when your interest is the Department of Energy and search precision
is more important than recall.

Just as processing tools can be configured to “fold” Unicode characters to ASCII equivalents, they
can fold all letters to their upper- or lower-case counterparts, rendering an index that is case-

46 The terms upper- and lower-case derive from the customary juxtaposition of the shallow drawers or “cases” that
held movable type for printing presses.
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insensitive. Customarily, normalization of case will require specification of a default language
because of different capitalization conventions attendant to diverse cultures.

Impact of Normalization on Discovery Outcomes

Although all processing tools draw on a handful of filters and algorithms for normalization,
processors don’t implement normalization in the same sequence or with identical default settings.
Accordingly, it’s routine to see tools produce varying outcomes in culling and search because of
differences in character normalization. Whether these differences are material or not depends
upon the nature of the data and the inquiry; but any service provider and case manager should
know how their tool of choice normalizes data.

In the sweep of a multi-million document project, the impact of normalization might seem trivial.
Yet character normalization affects the whole collection and plays an outsize role in what'’s filtered
and found. It’s an apt reminder that a good working knowledge of processing equips e-discovery
professionals to “normalize” expectations, especially expectations as to what data will be seen and
searchable going forward. The most advanced techniques in analytics and artificial intelligence are
no better than what emerges from processing. If the processing is off, it’s fancy joinery applied to
rotten wood.

Lawyers must fight for quality before review. Sure, review is the part of e-discovery most lawyers
see and understand, so is the part many fixate on. As well, review is the costliest component of e-
discovery and the one with cool tools. But here’s the bottom line: The most sophisticated MRI
scanner won’t save those who don’t survive the trip to the hospital. 1t's more important to have
triage that gets people to the hospital alive than the best-equipped emergency room. Collection
and processing are the EMTs of e-discovery. If we don’t pay close attention to quality,
completeness and process before review, review won’t save us.

Time Zone Normalization

You needn’t be an Einstein of e-discovery to appreciate that time is relative. Parsing a message
thread, it's common to see e-mails from Europe to the U.S. prompt replies that, at least according
to embedded metadata, appear to precede by hours the messages they answer. Time zones and
daylight savings time both work to make it difficult to correctly order documents and
communications on a consistent timeline. So, a common processing task is to normalize date and
time values according to a single temporal baseline, often Coordinated Universal Time (UTC)—
essentially Greenwich Mean Time—or to any other time zone the parties choose. The differential
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between the source time and UTC offset
may then be expressed as plus or minus
the numbers of hours separating the
two (e.g., UTC-0500 to denote five
hours earlier than UTC).

Parsing and Tokenization

To this point, we’ve focused on efforts
to identify a file’s format, then extract
its content and metadata—important
tasks, because if you don’t get the file’s
content out and properly decoded,

you’ve nearly nothing to work with. g

But, getting data out is just the first
step. Now, we must distill the extracted
content into the linguistic components that
serve to convey the file’s informational payload; that is, we need to isolate the words within the
documents and construct an index of those words to allow us to instantly identify or exclude files
based on their lexical content.

There’s a saying that anything a human being can do after age five is easy for a computer, but
mastering skills humans acquire earlier is hard. Calculate pi to 31 trillion digits? Done! Read a Dr.
Seuss book? Sorry, no can do.

Humans are good at spotting linguistic units like words and sentences from an early age, but
computers must identify lexical units or “tokens” within extracted and normalized character
strings, a process called “tokenization.” When machines search collections of documents and data
for keywords, they don’t search the extracted text of the documents or data for matches; instead,
they consult an index of words built from extracted text. Machines cannot read; instead, computers
identify “words” in documents because their appearance and juxtaposition meet certain
tokenization rules. These rules aren’t uniform across systems or software. Many indices simply
don’t index short words (e.g., two-letter words, acronyms and initializations). None index single
letters or numbers.

Tokenization rules also govern such things as the handling of punctuated terms (as in a compound
word like “wind-driven”), capitalization/case (will a search for “roof” also find “Roof?”), diacritical
marks (will a search for “Rene” also find “René?”) and numbers and single letters (will a search for
“Clause 4.3” work? What about a search for “Plan B?”). Most people simply assume these searches

will work. Yet, in many e-discovery search tools, they don’t work as expected or don’t work at all.
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So, how do you train a computer to spot sentences and words? What makes a word a word and a
sentence a sentence?

Languages based on Latin-, Cyrillic-, or Greek-based writing systems, such as English and European
languages, are “segmented;” that is, they tend to set off (“delimit”) words by white space and
punctuation. Consequently, most tokenizers for segmented languages base token boundaries on
spacing and punctuation. That seems a simple solution at first blush, but one quickly complicated

by hyphenated words, contractions, dates,
TEST TIP: Remember the difference between

normalization and tokenization:

phone numbers and abbreviations. How
does the machine distinguish a word-break
hyphen from a true or lexical hyphen? How Normalization is the process of reformatting
does the machine distinguish the periods in data to a standardized form, such as setting the
date and time stamp of files to a uniform time
zone or converting all content to the same

character encoding. Normalization facilitates

the salutation “Mr.” or the initialization
“G.D.P.R” from periods which signal the ends
of sentences? In the realm of medicine and
pharmacology, many words contain

search and data organization.
numbers, dashes and parentheses as integral

parts. How could you defend a search for | Tokenization is a method of document parsing
Ibuprofen if you failed to also seek instances | that identifies words ("tokens") to be used in a
of (RS)-2-(4-(2- | full-text index. Because computers cannot read
methylpropyl)phenyl)propanoic acid? as humans do but only see sequences of bytes,
computers employ programmed tokenization
Again, tokenization rules aren’t uniform | rules to identify character sequences that
across systems, software or languages. Some | constitute words and punctuation.

tools are simply incapable of indexing and

searching certain characters. These exclusions impact discovery in material ways. Several years
ago, after contentious motion practice, a court ordered the parties to search a dataset using queries
incorporating the term “20%.” No one was pleased to learn their e-discovery tools were incapable
of searching for the percentage sign.

You cannot run a query in Relativity including the percentage sign (%) because Relativity uses
dtSearch as an indexing tool and dtSearch has reserved the character “%” for another purpose. This
is true no matter how you tweak the settings because the % sign simply cannot be added to the
index and made searchable. When you run a search, you won’t be warned that the search is
impossible; you’ll simply get no hits on any query requiring the % sign be found.
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Using dtSearch/Relativity as another example, you can specify the way to process hyphens at the
time an index is created, but you cannot change how hyphens are handled without re-indexing the
collection. The default setting is to treat hyphens as spaces, but there are four alternative
treatments.

From the dtSearch Help pages:

The dtSearch Engine supports four options for the treatment of hyphens when indexing
documents: spaces, searchable text, ignored, and "all three."

For most applications, treating hyphens as spaces is the best option. Hyphens are translated to
spaces during indexing and during searches. For example, if you index "first-class mail" and
search for "first class mail", "first-class-mail", or "first-class mail", you will find the phrase

correctly.

Values
HyphenSettings Value Meaning
dtsoHyphenAsignore index "first-class" as "firstclass"
dtsoHyphenAsHyphen index "first-class" as "first-class"
dtsoHyphenAsSpace index "first-class" as "first" and "class"
dtsoHyphenAll index "first-class" all three ways

The "all three" option has one advantage over treating hyphens as spaces: it will return a document
containing "first-class" in a search for "firstclass". Otherwise, it provides no benefit over treating
hyphens as spaces, and it has some significant disadvantages:
1. The "all three" option generates many extra words during indexing. For each pair of words
separated by a hyphen, six words are generated in the index.
2. If hyphens are treated as significant at search time, it can produce unexpected results in
searches involving longer phrases or words with multiple hyphens.

By default, dtSearch and the popular e-discovery review tool, Relativity, treat all the following
characters as spaces:

"HS&'()*+,./5<=>?@[\5c]M{ |}
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Although several of the characters above can be made searchable by altering the default setting
and reindexing the collection, the following characters CANNOT be made searchable in dtSearch
and Relativity: () *?% @~ & : =

Stop Words

Some common “stop words” or “noise words” are excluded from an index when it’s compiled. E-
discovery tools typically exclude dozens or hundreds of stop words from indices. The table below
lists 123 English stop words excluded by default in dtSearch and Relativity:

Begins with... Stop words

about, after, all, also, another, any, are, as, at

-b-e_ because, been, before, being, between, but, both, by
-r_ame_ can, come, could

did, do, does

.EECH. else

far, from

get, got

T|o(mimliolole| =

has, had, he, have, her, here, him, himself, his, how

| iM, im, into, s, It, is

J .jLISE

L [like

M .rnake_ many, me, might, more, most, much, must, my

NEVET, MO, MOW

of, on, only, other, our, out

take, than, that, the, their, them, then, there, these, they, this, those, through, o, too

M
o
.5 said, same, see, should, since, so, some, still, such
- .
L under, up, use

y {

very
W want, was, way, we, well, were, what, when, where, which, while, who, will, with, would

Y you, your

Source: Relativity website, November 3, 2019

Relativity won’t index punctuation marks, single letters or numbers. Nuix Discovery (formerly
Ringtail) uses a similar English stop word list, except Nuix indexes the words “between,” “does,”

”n ”n ”n u

“else,” “from,” “his,” “make,” “no,” “so,” “to,

n u

use” and “want” and “does” where Relativity won’t.

Relativity indexes the words “an,” “even,” “further,” “furthermore,” “hi,” “however,” “indeed,”

i n u ”n u ”n u

“made,” “moreover,” “not” “or,” “over,” “she” and “thus” where Nuix won’t. Does it make sense
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that both tools exclude “he” and “her,” and both include “hers,” but only Relativity excludes
Ilhis?ll

Tools built on the open-source Natural Language Tool Kit won’t index 179 English stop words. In
other products, between 500 and 700 English stop words excluded. In one notorious instance, the
two words that made up the company’s own name were both stop words in their e-discovery
system. They literally could not find their own name (or other stop words in queries they’'d agreed
to run)!

Remember, if it’s not indexed, it’s not searched. Putting a query in quotes won’t make any
difference. No warning messages appear when you run a query including stop words, so it’s the
obligation of those running searches to acknowledge the incapability of the search. “No hits” is not
the same thing as “no documents.” If a party or counsel knows that the systems or searches used
in e-discovery will fail to perform as expected, they should affirmatively disclose such shortcomings.
If a party or counsel is uncertain whether systems or searches work as expected, they should find
out by, e.g., running tests to be reasonably certain.

No system is perfect, and perfect isn’t the e-discovery standard. Often, we must adapt to the
limitations of systems or software. But we must know what a system can’t do before we can find
ways to work around its limitations or set expectations consistent with actual capabilities, not
magical thinking and unfounded expectations.

Building a Database and Concordance Index

This chapter is about processors. Databases (and viewers) belong to the realm of review tools
and their features. However, a brief consideration of their interrelationship is useful.

The Review Database

At every step of processing, information derived from and about the items processed is continually
handed off to a database. As the system ingests each file, a record of its name, size and system
metadata values becomes part of the database. Sources—called “custodians” when they are
individuals—are identified and comprise database fields. The processor calculates hash values and
contributes them to the database. The tool identifies and extracts application metadata values
from the processed information items, including, inter alia, authoring data for documents and
subject, sender and recipient data for e-mail messages. The database also holds pointers to TIFF or
PDF page images and to extracted text. The database is where items are enumerated, that is,
assigned an item number that will uniquely identify each item in the processed collection. This is
an identifier distinct from any Bates numbers subsequently assigned to items when produced.

The database lies at the heart of all e-discovery review tools. It’s the recipient of much of the
information derived from processing. But note, the database is not the index of text extracted from
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the processed items. The concordance index, the database and a third component, the document
viewer, operate in so tightly coupled a manner that they seem like one.

A query of the index customarily triggers a return of information from the database about items
“hit” by the query, and the contents of those items are, in turn, depicted in the viewer, often with
hits highlighted. The perceived quality of commercial e-discovery review tools is a function of how
seamlessly and efficiently these discrete functional components integrate to form a robust and
intuitive user interface and experience.

Much like the file identification and content extraction tools discussed, e-discovery tool developers
tend not to code databases from scratch but build atop a handful of open source or commercial
database platforms. Notable examples are SQL Server and SQLite. Notwithstanding Herculean
efforts of marketers to suggest differences, e-discovery tools tend to share the same or similar
“database DNA.” Users are none the wiser to the common foundations because the “back end” of
discovery tools (the program’s code and database operations layer) tends to be hidden from users
and wrapped in an attractive interface.

The Concordance Index

The term “concordance” describes an alphabetical listing, particularly a mapping, of the important
words in a text. Historically, scholars spent years painstakingly constructing concordances (or “full-
text” indices) of Shakespeare’s works or the Bible by hand. In e-discovery, software builds
concordance indices to speed lexical search. While it’s technically feasible to keyword search all
documents in a collection, one after another (so-called “serial search”), it’s terribly inefficient.*’

Instead, the universal practice in e-discovery is to employ software to extract the text from
information items, tokenize the contents to identify words and then construct a list of each token’s
associated document and location. Accordingly, text searches in e-discovery don’t search the
evidence; they only search a concordance index of tokenized text.

This is a crucial distinction because it means the quality of search in e-discovery is only as effective
as the index is complete.

Indexing describes the process by which the data being is processed to form a highly efficient cross-
reference lookup to facilitate rapid searching

Culling and Selecting the Dataset

Processing is not an end but a means by which potentially responsive information is exposed,
enumerated, normalized and passed on for search, review and production. Although much culling
and selection occurs in the search and review phase, the processing phase is an opportunity to
reduce data volumes by culling and selecting by defensible criteria.

47 Computer forensic examiners still use serial searches when the corpus is modest and when employing Global Regular
Expressions (GREP searches) to identify patterns conforming to, e.g., social security or credit card numbers.
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Now that the metadata is in a database and the collection has been made text searchable by
creation of a concordance index, it’s feasible to filter the collection by, e.g., date ranges, file types,
Internet domains, file size, custodian and other objective characteristics. We can also cull the
dataset by immaterial item suppression, de-NISTing and deduplication, all discussed infra.

The crudest but most common culling method is keyword and query filtering; that is, lexical search.
Lexical search and its shortcomings will be addressed in later chapters, but it should be clear by
now that the quality of the processing bears materially on the ability to find what we seek through
lexical search. No search and review process can assess the content of items missed or malformed
in processing.

Immaterial Item Suppression

E-discovery processing tools must be able to track back to the originating source file for any
information extracted and indexed. Every item must be catalogued and enumerated, including
each container file and all contents of each container. Still, in e-discovery, we’ve little need to
search or produce the wrappers if we’ve properly expanded and extracted the contents. The
wrappers are immaterial items.

Immaterial items are those extracted for forensic completeness but having little or no intrinsic value
as discoverable evidence. Common examples of immaterial items include the folder structure in
which files are stored and the various container files (like ZIP, RAR files and other containers, e.g.,
mailbox files like Outlook PST and MBOX, and forensic disk image wrapper files like .EOx or .AFF) that
tend to have no relevance apart from their contents.

Accordingly, it’s handy to be able to suppress immaterial items once we extract and enumerate
their contents. It’s pointless to produce a ZIP container if its contents are produced, and it’s perilous
to do so if some contents are non-responsive or privileged.

De-NISTing

De-NISTing is a technique used in e-discovery and computer forensics to reduce the number of files
requiring review by excluding standard components of the computer’s operating system and off-
the-shelf software applications like Word, Excel and other parts of Microsoft Office. Everyone has
this digital detritus on their systems—things like Windows screen saver images, document
templates, clip art, system sound files and so forth. It's the stuff that comes straight off the
installation disks, and it’s just noise to a document review.

Eliminating this noise is called “de-NISTing” because those noise files are identified by matching
their cryptographic hash values (i.e., digital fingerprints, explanation to follow) to a huge list of
software hash values maintained and published by the National Software Reference Library, a
branch of the National Institute for Standards and Technology (NIST). The NIST list is free to
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download, and pretty much everyone who processes data for e-discovery and computer forensic
examination uses it.

The value of de-NISTing varies according to the makeup of the collection. It’s very effective when
ESI has been collected indiscriminately or by forensic imaging of entire hard drives (including
operating system and executable files). De-NISTing is of limited value when the collection is
composed primarily of user-created files and messages as distinguished from system files and
executable applications. As a rule, the better focused the e-discovery collection effort (i.e., the
more targeted the collection), the smaller the volume of data culled via de-NISTing.

Cryptographic Hashing (AGAIN?!?!):

We spend considerable time in this class learning that all ESI is just a bunch of numbers. We muddle
through readings and exercises about Base2 (binary), Base10 (decimal), Base16 (hexadecimal) and
Base64 and about the difference between single-byte encoding schemes (like ASCIII) and double-
byte encoding schemes (like Unicode). It may seem like a wonky walk in the weeds; but it’'s time
well spent when you snap to the crucial connection between numeric encoding and our ability to
use math to cull, filter and cluster data. It’s a necessary precursor to gaining Proustian “new eyes”
for ESI.

Because ESI is just a bunch of numbers, we can use algorithms (mathematical formulas) to distill
and compare those numbers. Every student of electronic discovery learns about cryptographic
hash functions and their usefulness as tools to digitally fingerprint files in support of identification,
authentication, exclusion and deduplication. When | teach law students about hashing, | tell them
that hash functions are published, standard mathematical algorithms into which we input digital
data of arbitrary size and the hash algorithm spits out a bit string (again, just a sequence of
numbers) of fixed length called a “hash value.” Hash values almost exclusively correspond to the
digital data fed into the algorithm (termed “the message”) such that the chance of two different
messages sharing the same hash value (called a “hash collision”) is exceptionally remote. But
because it’s possible, we can’t say each hash value is truly “unique.”

Using hash algorithms, any volume of data—from the tiniest file to the contents of entire hard
drives and beyond—can be almost uniquely expressed as an alphanumeric sequence. In the case
of the MD5 hash function, data is distilled to a value written as 32 hexadecimal characters (0-9 and
A-F). It's hard to understand until you’ve figured out Basel6; but, those 32 characters represent
340 trillion, trillion, trillion different possible values (2128 or 1632).

Hash functions are one-way calculations, meaning you can’t reverse (“invert”) a hash value and
ascertain the data corresponding to the hash value in the same way that you can’t decode a human
fingerprint to deduce an individual’s eye color or IQ. It identifies, but it doesn’t reveal. Another key
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feature of hashing is that, due to the so-called “avalanche effect” characteristic of a well-
constructed cryptographic algorithm, when the data input changes even slightly, the hash value
changes dramatically, meaning there’s no discernable relationship between inputs and
outputs. Similarity between hash values doesn’t signal any similarity in the data hashed.

There are lots of different hash algorithms, and different hash algorithms generate different hash
values for the same data. That is, the hash value for the phrase “Mary had a little lamb” will be the
following in each of the following hash algorithms:

MDS5: €946adb45d4299def2071880d30136d4
SHA-1: bac9388d0498fb378e528d35abd05792291af182
SHA-256: efe473564cb63a7bf025dd691ef0ae0ac906c03ab408375b9094e326c2ad9a76

It’s identical data, but it prompts different hashes using different algorithms. Conversely, identical
data will generate identical hash values when using the same hash function. Freely published hash
functions are available to all, so if two people (or machines) anywhere use the same hash function
against data and generate matching hash values, their data is identical. If they get different hash
values, they can be confident the data is different. The differences may be trivial in practical terms,
but any difference suffices to produce markedly different hash values.

Let’s dig down a bit here and explore the operations behind calculating an MD5 hash value. If you
really don’t care, just skip ahead to deduplication.

A widely used hash function is the Message Digest 5 (MD5) hash algorithm circulated in 1992 by
MIT professor Ron Rivest as Requests for Comments 1321. Requests for Comments or RFCs are a

way the technology community circulates proposed standards and innovations generally relating
to the Internet. MD5 has been compromised in terms of its immunity to hash collisions in that’s
it’s feasible to generate different inputs that generate matching MD5 hashes; however, MD5’s flaws
minimally impact its use in e-discovery where it remains a practical and efficient way to identify,
deduplicate and cull datasets.

When | earlier spoke of a hash algorithm generating a hash value of “fixed length,” that fixed length
for MD5 hashes is 128 bits (16 bytes) or 128 ones and zeroes in binary or Base2 notation. That’s a
vast number space. It's 340,282,366,920,938,463,463,374,607,431,768,211,455 possibilities in our
familiar decimal or Base10 notation. It’s also unwieldy, so we shorten MD5 hash values to a 32-
character Basel6 or hexadecimal (“hex”) notation. It's the same numeric value conveniently
expressed in a different base or “radix,” so it requires only one-fourth as many characters to write
the number in hex notation as in binary notation.

That 32-character MD5 hash value is built from four 32-bit calculated values that are concatenated,
that is, positioned end to end to form a 128-bit sequence or “string.” Since we can write a 32-bit
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number as eight hexadecimal characters, we can write a 128-bit number as four concatenated 8-
character hex values forming a single 32-character hexadecimal hash. Each of those four 32-bit
values are the product of 64 calculations (four rounds of 16 operations) performed on each 512-bit
chunk of the data being hashed while applying various specified constants. After each round of
calculations, the data shifts within the array in a practice called left bit rotation, and a new round
of calculations begins. The entire hashing process starts by padding the message data to ensure it
neatly comprises 512-bit chunks and by initializing the four 32-bit variables to four default values.

No, OF COURSE | won’t test you on that last paragraph!

Despite the complexity of these calculations, it’s possible to contrive hash collisions where different
data generate matching MD5 hash values. Accordingly, the cybersecurity community have moved
away from MD?5 in applications requiring collision resistance, such as digital signatures.

You may wonder why MD5 remains in wide use if it’s “broken” by engineered hash collisions. Why
not simply turn to more secure algorithms like SHA-256? Some tools and vendors have done so,
but a justification for MD5’s survival is that the additional calculations required to make alternate
hash functions more secure consume more time and computing resources. Too, most tasks in e-
discovery built around hashing—e.g., deduplication and De-NISTing—don’t demand strict
protection from engineered hash collisions. For e-discovery, MD5 “ain’t broke,” so there’s little
cause to fix it.

Deduplication
Processing information items to calculate hash values supports several capabilities, but probably
none more useful than deduplication.

Near-Deduplication

A modern hard drive holds trillions of bytes, and even a single Outlook e-mail container file typically
comprises billions of bytes. Accordingly, it’s easier and faster to compare 32-character/16 byte
“fingerprints” of voluminous data than to compare the data itself, particularly as the comparisons
must be made repeatedly when information is collected and processed in e-discovery. In practice,
each file ingested and each item extracted is hashed, and its hash value is compared to the hash
values of items previously ingested and extracted to determine if the file or item has been seen
before. The first file is sometimes called the “pivot file,” and subsequent files with matching hashes
are suppressed as duplicates, and the instances of each duplicate and certain metadata is typically
noted in a deduplication or “occurrence” log.

When the data is comprised of loose files and attachments, a hash algorithm tends to be applied to
the full contents of the files. Notice that | said to “contents.” Some data we associate with files is
not actually stored inside the file but must be gathered from the file system of the device storing
the data. Such “system metadata” is not contained within the file and, thus, is not included in the
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calculation when the file’s content is hashed. A file’s name is perhaps the best example of
this. Recall that even slight differences in files cause them to generate different hash values. But,
since a file’s name is not typically housed within the file, you can change a file’s name without
altering its hash value.

So, the ability of hash algorithms to deduplicate depends upon whether the numeric values that
serve as building blocks for the data differ from file to file. Keep that firmly in mind as we consider
the many forms in which the informational payload of a document may manifest.

A Word .DOCX document is constructed of a mix of text and rich media encoded in Extensible
Markup Language (XML), then compressed using the ubiquitous ZIP compression algorithm. It's a
file designed to be read by Microsoft Word.

When you print the “same” Word document to an Adobe PDF format, it’s reconstructed in a page
description language specifically designed to work with Adobe Acrobat. It’s structured, encoded
and compressed in an entirely different way than the Word file and, as a different format, carries a
different binary header signature, too.

When you take the printed version of the document and scan it to a Tagged Image File Format
(TIFF), you’ve taken a picture of the document, now constructed in still another different format—
one designed for TIFF viewer applications.

To the uninitiated, they are all the “same” document and might look pretty much the same printed
to paper; but as ESI, their structures and encoding schemes are radically different. Moreover, even
files generated in the same format may not be digitally identical when made at separate times. For
example, no two optical scans of a document will produce identical hash values because there will
always be some variation in the data acquired from scan to scan. Slight differences perhaps; but,
any difference at all in content is going to frustrate the ability to generate matching hash values.

Opinions are cheap. Testing is truth. To illustrate this, | created a Word document of the text of
Lincoln’s Gettysburg Address. First, | saved itinthe latest .DOCX Word format. Then, | saved a copy
in the older .DOC format. Next, | saved the Word document to a .PDF format, using both the Save
as PDF and Print to PDF methods. Finally, | printed and scanned the document to TIFF and
PDF. Without shifting the document on the scanner, | scanned it several times at matching and
differing resolutions.

| then hashed all the iterations of the “same” document. As the table below demonstrates, none
of them matched hash-wise, not even the successive scans of the paper document:
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FILENAME MDS5 HASH FILE SIZE

GBA.docx 5074fbb210edde9e49824908a946a871 21Kh

' GBA.doc 1aacf60b523eb8cf2829208ffee58005 | 26Kb

| GBA-Save as.p df cBdeBeBdeas73772d14dc536fbeB594de B3Kb
GBA-Word generated.pdf | 2be09d776682feedbc79beBecacllecs 27kb

 GBA-scanl.tiff 0fsfdbbcbc96abc05b43f356c4e24818 | 967Kb |
GBA-scan?. tiff 04c93acTebs716bc96bc3aigsfediB2a 967Kb

GBA-scan3_B00BW tiff 93e726efabeferf25956dab664a32957 1,060Kb
| GBA-sca nd_600BW tiff Bd97df97c28414dab61bb8b8Eb1db343 1,060Kb
: GBA_scan5_300G5.pdf bS58ecceelbdecSf26deS3i763f8%9aef4 2,950Kb

GBA_scanb_300GS.pdf 520be78aT7ecBlebebeceSalfe9ched2s | 2,930Kb

Thus, file hash matching—the simplest and most defensible approach to deduplication—won’t
serve to deduplicate the “same” document when it takes different forms or is made optically at
separate times.

Now, here’s where it can get confusing. If you copied any of the electronic files listed above, the
duplicate files would hash match the source originals and would handily deduplicate by
hash. Consequently, multiple copies of the same electronic files will deduplicate, but that is

because the files being compared have the same digital content. But we must be careful to
distinguish the identicality seen in multiple iterations of the same file from the pronounced
differences seen when we generate different electronic versions at different times from the same
content. One notable exception seen in my testing was that successively saving the same Word
document to a PDF format in the same manner sometimes generated identical PDF files. It didn’t
occur consistently (i.e., if enough time passed, changes in metadata in the source document
triggered differences prompting the calculation of different hash values); but it happened, so is
worth mentioning.

Here, a quick primer on deduplication of e-mail might be useful.
Mechanized deduplication of e-mail data can be grounded on three basic approaches:

1. Hashing the entire message as a file (i.e., a defined block of data) containing the e-mail
messages and comparing the resulting hash value for each individual message file. If they
match, the files hold the same data. This tends not to work for e-mail messages exported as
files because, when an e-mail message is stored as a file, messages that we regard as identical
in common parlance (such as identical message bodies sent to multiple recipients) are not
identical in terms of their byte content. The differences tend to reflect either variations in
transmission seen in the message header data (the messages having traversed different paths
to reach different recipients) or variations in time (the same message containing embedded
time data when exported to single message storage formats as discussed above with respect to
the .MSG format).
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2. Hashing segments of the message using the same hash algorithm and comparing the hash
values for each corresponding segment to determine relative identicality. With this approach,
a hash value is calculated for the various parts of a message (e.g., Subject, To, From, CC,
Message Body, and Attachments) and these values are compared to the hash values calculated
against corresponding parts of other messages to determine if they match. This method
requires exclusion of those parts of a message that are certain to differ (such as portions of
message headers containing server paths and unique message IDs) and normalization of
segments, so that contents of those segments are presented to the hash algorithm in a
consistent way.

3. Textual comparison of segments of the message to determine if certain segments of the
message match to such an extent that the messages may be deemed sufficiently “identical” to
allow them to be treated as the same for purposes of review and exclusion. This is much the
same approach as (2) above, but without the use of hashing to compare the segments.

Arguably, a fourth approach entails a mix of these methods.

All these approaches can be frustrated by working from differing forms of the “same” data because,
from the standpoint of the tools which compare the information, the forms are significantly
different. Thus, if a message has been “printed” to a TIFF image, the bytes that make up the TIFF
image bear no digital resemblance to the bytes comprising the corresponding e-mail message, any
more than a photo of a rose smells or feels like the rose.

In short, changing forms of ESI changes data, and changing data changes hash values. Deduplication
by hashing requires the same source data and the same, consistent application of algorithms. This
is easy and inexpensive to accomplish, but it requires a compatible workflow to ensure that
evidence is not altered in processing to in ways that might prevent the application of simple and
inexpensive mechanized deduplication.

When parties cannot deduplicate e-mail, the reasons will likely be one or more of the following:

1. They are working from different forms of the ESI

2. They are failing to consistently exclude inherently non-identical data (like message headers and
IDs) from the hash calculation

3. They are not properly normalizing the message data (such as by ordering all addresses
alphabetically without aliases)

4. They are using different hash algorithms

They are not preserving the hash values throughout the process; or

6. They are changing the data.

o

Other Processing Tasks
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This chapter addresses the core functions of ESI processing in e-discovery, but there are many other
processing tasks that make up today’s powerful processing tools. Some examples include:

Foreign Language Detection

Several commercial and open-source processing tools support the ability to recognize and identify
foreign language content, enabling selection of the right filters for text extraction, character set
selection and diacritical management. Language detection also facilitates assigning content to
native speakers for review.

Entropy Testing
Entropy testing is a statistical method by which to identify encrypted files and flag them for special
handling.

Decryption
Some processing tools support use of customizable password lists to automate decryption of
password-protected items when credentials are known.

Bad Extension Flagging
Most processing tools warn of a mismatch between a file’s binary signature and its extension,
potentially useful to resolve exceptions and detect data hiding.

Color Detection
When color conveys information, it’s useful to detect such usage and direct color-enhanced items
to production formats other than grayscale TIFF imaging.

Hidden Content Flagging

It’s common for evidence, especially Microsoft Office content, to incorporate relevant content (like
collaborative comments in Word documents and PowerPoint speaker notes) that won’t appear in
the production set. Flagging such items for special handing is a useful way to avoid missing that
discoverable (and potentially privileged) content.

N-Gram and Shingle Generation

Increasingly, advanced analytics like predictive coding aid the review process and depend upon the
ability to map document content in ways that support algorithmic analysis. N-gram generation and
text shingling are text sampling techniques that support latent-semantic analytics.

Optical Character Recognition (OCR)

OCR is the primary means by which text stored as imagery, thus lacking a searchable text layer (e.g.,
TIFF images, JPGs and PDFs) can be made text searchable. Some processing tools natively support
optical character recognition, and others require users to run OCR against exception files in a
separate workflow then re-ingest the content accompanied by its OCR text.

Virus Scanning
Files collected in e-discovery may be plagued by malware, so processing may include methods to
guarantine afflicted content via virus scanning.
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Production Processing

Heretofore, we’ve concentrated on processing before search and review, but there’s typically a
processing workflow that follows search and review: Production Processing. Some tools and
workflows convert items in the collection to imaged formats (TIFF or PDF) before review; in others,
imaging is obviated by use of a viewer component of the review tool. If not imaged before review,
the e-discovery tool may need to process items selected for production and redaction to imaged
formats suited to production and redaction.

Further in conjunction with the production process, the tool will generate a load file to transmit
extracted metadata and data describing the organization of the production, such as pointers to TIFF
images and text extractions. Production processing will also entail assignment of Bates numbers
to the items produced and embossing of Bates numbers and restrictive language (i.e., “Produced
Subject to Protective Order”).
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lllustration 2: Anatomy of a Word DOCX File
By changing a Word document’s extension from .DOCX to .ZIP, you can “trick” Windows into
decompressing the file and sneak a peek into its internal structure and contents. Those contents
little resemble the document you’d see in Word; but, as you peruse the various folders and
explore their contents, you’ll find the text, embedded images, formatting instructions and other
components Word assembles to compose the document.

The root level of the decompressed file (below left) contains four folders and one XML file.

v E@ » Processing Deep Dive October 26 2019.zip »
Marne Type Size

_rels File folder
File folder
File folder
File folder

custormXml
docProps
word

D [Content_Types].xml

[Content _Types].xml contains the
plain text XML content seen below.

Note the MIME type declaration:
application/vnd.openxmlformats-

officedocument.wordprocessingml.docum
ent.main+xml

<?xml wversion="1_0" encoding="UTF-8" standalone="yes"?:>
<Types
xmlns="http://schemas.openxmlformats.org/package/200€/content—
types"s<Defs i . SEalase="image /png" />
- _ Zxtension="rels"
ContentType="application/vnd.openxmlformats-
package.relationships+xml™/><Default Extension="zxml"
gacentType="application/xml"/><0Override
ContentType="application/vnd_openxmlformts-
officedocument .wordprocessingml .document.main+xml"/><Override
PartName="/customiml/itemPropsl . xml™
ContentType="application/vnd.openxmlformats-
officedocument.custom{mlProperties+xml™/><Override
PartName="/word/numbering .xml™
ContentType="application/vnd.openxmlformats—
officedocument wordprocessingml numbering+xml™/=<Override
PartName="/word/styles :ml"™
ContentType="application/vnd_openxmlformts-
officedocument .wordprocessingml . styles+xml™/><Override
PartName="/word/se e =

P

= t Extension="rels"

MName Type

D rels

XML Document

MName

_rels
D item1.xml
D itemProps1xml

XML Document
XML Document

Mame Type
D appxml XML Document
D corexml XML Document

oF

| —

_rels

media

theme
D document.xml
D endnotes.xml
D fontTablexml
D footerl.xml
D footnotes.xml

Mame

D numbering.xml
D settings.xml

D styles.xml
D webSettings.ml

D thernel.xml

MName

D item1.xml.rels

MName

D document.xml.rels

MName

imagel.png
image.png
@ image3.png
@ imaged.png
@ image3.png
imageb.png
image7.png
imaged.png
imaged.png
@ imagell.png
@ imagell.png

ContentType="application/vnd.openxzml formats—
package . relationships+xml"/=><Default Extension="=xzml"
potentType="application/xml"/><0verride

@ imagel2.png

officedocume

PartName="/word/footerl xm
ContentType="application/vnd.openxmlformacs-
officedocument .wordprocessingml . footertaml™/=<Override
PartWame="/word/fontTable .zml™
ContentType="application/vnd_openxzmlformats-
officedocument .wordprocessingml . fontTable+xml™/><0verride
PartName="/word/theme/themel xml™
ContentType="application/vnd.openxmlformats—
officedocument . theme+xml"/><Cverride
PartName="/docProps/core.zml"
ContentType="application/vnd.openxmlformats-package.core-
propertiestxml"/*<Override PartName="/docProps/app.xml™
ContentType="application/vnd.openxmlformacs-
officedocument extended-properties+txml™/></Typess
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Processing Glossary

Term

ASCII

Bates Numbers

Binary File Signature

Case Normalization

Character
Normalization

Chain of Custody

Definition

American Standard Code for Information Interchange (ASCII) is a plain
text character encoding standard where seven- or eight-bit integers
correspond to 128 or 256 characters and codes for electronic storage
and communication. The eight-bit pairings are often mistakenly
referred to as Extended ASCIl. The 128 characters in 7-bit ASCII
encoding correspond to 95 printable characters (a-z, A-Z, 0-9 and
punctuation) and 33 non-printable control codes, e.g., carriage return,
line feed, tab and bell. The 256 ASCII characters enabled by 8-bit
integers are for various purposes, e.g., foreign language characters and
line drawing symbols.

Sequential numeric identifiers imprinted on document pages or
assigned to files during the discovery process. Bates Numbers typically
include a prefix to identify the producing party or matter as well as a
numeric value (e.g., DEF_000000001).

Also known as "file header signature," "binary header signature" or
"magic number." Typically, the first few bytes of data in a file identifies
the format of the data contained therein. For example, ZIP compressed
files begin with Hex 504B (or the initials PK in ASCIl). Most JPG image
files begin with Hex FF D8 FF EO.

Improves search recall by adding information to an index that searches
for terms with lowercase characters and identifies its uppercase
counterpart and vice versa. For example, a search for Rice will also find
instances of RICE and rice.

Seeks to minimize the impact of variations in alphanumeric characters
often overlooked by human beings but posing a challenge to machines.
This may include Case Normalization, Diacritical Normalization and
Unicode Normalization.

The procedures employed to protect and document the acquisition,
handling and storage of evidence to demonstrate these activities did
not alter or corrupt evidentiary integrity.
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Compression

Container File

Corruption

Custodian

DAT File

Deduplication

DeNIST

Diacritical
Normalization

The storage or transmission of data in a reduced size by using
technology to eliminate redundancy ("lossless compression") or by
removing non-essential details (such as, picture elements in a JPEG or
inaudible components of audio). Compression permits more efficient
storage, sometimes at the cost of reduced fidelity ("lossy
compression"). ZIP, RAR and TAR are common lossless compression
formats in eDiscovery.

A file that holds or transports other files, e.g., compressed container
files (.ZIP and .RAR) and email container files (.PST and .MBOX).
Container file content is "unpacked" or “exploded” during processing
enabling the container file to be suppressed as immaterial once fully
extracted.

Damage to the integrity of a file that impacts its ability to be processed.
File corruption may be caused by, e.g., network transmission errors,
software glitches, physical damage to storage media (i.e., bad sectors)
or use of an incompatible decoding tool.

The individuals or entities who hold, or have the right to control,
records and information.

A delimited load file used in conjunction with Concordance-formatted
productions. A .DAT file includes a header row of field identifiers that
corresponds to the data that follows. Each field is separated
("delimited") by a character ("delimiter") that signals the division of
fields.

The identification and suppression of identical copies of messages or
documents in a data set based upon the items' hash values or other
criteria.

The use of hash values to identify, suppress and/or remove commercial
software from a data collection. The hash values are maintained by the
National Institute of Standards and Technology (NIST) in its National
Software Reference Library (NSRL).

Improves search recall by adding to an index terms with diacritics (e.g.,
accented characters) so as to locate counterparts without diacritics.
For example, a search for "résumé" would also locate instances of
resume and vice versa.
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DTSearch

Encoding

Encryption

ESI

Exception Reporting

Family Group

File Header Signature

Filtering

A content extraction, indexing and text search tool licensed to and at
the heart of several leading e-discovery and computer forensic tools
(e.g., Relativity, LAW, Ringtail (now Nuix Discover) and Access Data’s
FTK).

The process of converting electronically stored and transmitted
information from one form to another. Character encoding maps
alphanumeric characters into numeric values, typically notated as
binary or hexadecimal numbers. ASCIl and Unicode are examples of
character encoding.

The process of encoding data to unintelligible ciphertext to prevent
access without the proper decryption key (e.g., password).

Electronically Stored Information (ESI) as defined by Federal Rule of
Civil Procedure 34(a)(1)(A), includes "writings, drawings, graphs,
charts, photographs, sound recordings, images, and other data or data
compilations—stored in any medium from which information can be
obtained either directly or, if necessary, after translation by the
responding party into a reasonably usable form."

This process of identifying items which fail during processing.
Exceptions may include encrypted files that cannot be read, corrupt
files, files in unrecognized formats or languages, and files that require
optical character recognition (OCR) for text extraction.

In the context of an email, a transmitting message (parent object) and
its attachments (child objects).

Also known as a "binary header signature,” "binary file signature" or
"magic number." Typically, the first few hex bytes of data in a file
identifies the format of the data within the file. For example, ZIP
compressed files begin with Hex 504B (or the initials PK in ASCII). Most
JPG image files begin with Hex FF D8 FF EO.

The process of culling files from a data set based on characteristics such
as, file type, date and size. In e-discovery, files are filtered to suppress
multiple copies of the same item (deduplication), irrelevant system
files (deNISTing), immaterial container files after content extraction
and by lexical search (filtering by keywords).
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Forensic Image

Hash

Identification

Image Format

Index

Ingestion

Keyword

An exact, verified copy of electronic media. Forensic imaging produces
a hash-authenticated, sector-by-sector ("bitstream") copy of electronic
media that can be restored for analysis. This process is typically used
to preserve active data, unallocated clusters and file slack space.

A "digital fingerprint" of data or "message digest," generated by a one-
way cryptographic algorithm (e.g., MD5, SHA-1, SHA-256) and
recorded as a hexadecimal character string, e.g.
13bfb1528002a68d94249c4ffb09359f. The potential of two different
files having matching hash values is so remote that hash value
comparisons serve as effective tools for file authentication, file
exclusion (DeNISTing) and data deduplication.

In e-discovery, the mechanism by which a processing tool determines
the structure and encoding of a file based upon the file's header
signature and filename extension.

Instant Message (IM) is a form of real-time text communication over
the Internet typically expressed in conversation form. IM can involve
communications between two people or larger groups, who
sometimes communicate in “rooms.”

Images initially referred to the output from document scanning but can
also refer to files rendered directly from native files. These files are
created to emulate a printed page. In e-discovery, the most common
image formats are Tagged Image File Format (TIFF), Portable Document
Format (PDF) and JPEG. "Rendering" is the processing step where ESl is
converted to image formats.

A data structure that improves the speed of search for data retrieval.
E-discovery employs full text indexing of processed data to speed
search and to reduce storage space.

The act of loading data into an application for processing.

Search term used to query an index or database.
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Language Detection

Load File

MD5

Metadata

MIME

Media Type

Recognition and identification of foreign language content that enables
selection of appropriate filters for text extraction, character set
selection and diacritical management. Language detection also
facilitates assigning foreign language content to native speakers for
review.

An ancillary file used in e-discovery to transmit, system and application
metadata, extracted text, Bates numbers and structural information
describing the production. Load files accompany folders holding
native, text and image files and provide essential information about the
files being transmitted.

Message Digest 5 (MD5) is a common cryptographic hash algorithm
used for file authentication, file exclusion (DeNISTing) and data
deduplication.

Data describing the characteristics of other data. File metadata may be
System Metadata (e.g., file name, size and date last modified, accessed
or created are stored outside the file) or Application Metadata (e.g.,
last printed date or amount of editing time stored within the file). The
term metadata can also include human judgments about afile, e.g. hot
or privileged, or information about the file, e.g. from, to, subject, sent
date.

Multipurpose Internet Mail Extensions (MIME) refers to a two-part,
hierarchical method of classification for electronic files. MIME Types
(also known as Media Types) classify files within one of ten types:
application, audio, image, message, multipart, text, video, font,
example and model. Each type is divided into subtypes with sufficient
granularity to describe all common variants within the type. For
example, the MIME Type of a PDF file is "application/pdf," a .DOCX file
is "application/vnd.openxmlformats-
officedocument.wordprocessingml.document,” and a TIFF image file is
"image/tiff." The Internet Assigned Numbers Authority (IANA) is a
standards organization that registers new types and subtypes in the
MIME Type taxonomy.

Alternate term for MIME Type, see MIME.
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Native Format

NSRL

Noise Words

Normalization

OCR or Optical

Character Recognition

Processing

Recursion

In the context of software applications, native format refers to the file
format which an application creates and uses by design—generally the
default, unprocessed format of a file when collected from the original
source, e.g., Microsoft Word stores documents as .DOCX files, their
native format.

The National Software Reference Library (NSRL) is maintained by the
National Institute of Standards and Technology (NIST), an agency of the
U.S. Department of Commerce. The data published by the NSRL
(principally hash values of commercial software) is used to rapidly
identify and eliminate known files, such as operating system and
application files.

Common terms purposefully excluded from a searchable index to
conserve storage space and improve performance. Also known as
"stop words."

The process of reformatting data to a standardized form, such as
setting the date and time stamp of files to a uniform time zone or
converting all content to the same character encoding. Normalization
facilitates search and data organization.

The use of software to identify alphanumeric characters in static
images (i.e., TIFF or PDF files) to facilitate text extraction and electronic
search. OCR programs typically create matching text files that are used
for text search with the accompanying images.

Encompasses the steps required to extract text and metadata from
information items and to build a searchable index. ESI processing tools
perform five common functions: (1) decompress, unpack and fully
explore (i.e., recurse) ingested items; (2) identify and apply templates
(filters) to encoded data to parse (interpret) contents and extract text,
embedded objects, and metadata; (3) track and hash items processed,
enumerate and unitize all items, and track failures; (4) normalize and
tokenize text and data and create an index and database of extracted
information; and (5) cull data by file type, date, lexical content, hash
value, and other criteria.

The mechanism by which a processing tool explores, identifies, unpacks
and extracts all embedded content from a file, repeating the recursive
process as many times as needed to achieve full extraction.
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Request for Comment
(RFC)

SHA

SMS

Stop Words

System Files

Targeted Collection

Threading

Tika

Time Zone
Normalization

The longstanding, informal circulation of proposed protocols and
standards among computer scientists, engineers and others interested
in the development of the Internet and other networks. RFCs define
the structure of email messages and attachments for transmission via
the Internet.

Secure Hash Algorithm (SHA) (SHA-1, SHA-256) is a family of
cryptographic hash algorithms used for file authentication, file
exclusion (DeNISTing) and data deduplication.

Short Message Service (SMS) is a communication protocol that enables
mobile devices to exchange text messages up to 160 characters in
length.

Common terms purposefully excluded from a searchable index to
conserve storage space and improve performance. Also known as
"noise words."

The program and driver files crucial to the overall function of a
computer's operating and file systems. Because system files are not
user-created, they may be excluded from a collection of potentially
responsive data by deNISTing.

A technique used to reduce overcollection of ESI by marshaling
potentially responsive data based on data characteristics (such as, file
type, date, folder location, keyword search, etc.) as opposed to
duplicating the entire contents of a storage device (e.g., by imaging).

Collection and organization of messaging as a chronologically ordered
conversation.

An open-source toolkit for extracting text and metadata from over one
thousand file types, including most encountered in e-discovery. Tika
was a subproject of the open-source Apache Lucene project. Lucene is
an indexing and searching tool at the core of several commercial e-
discovery applications.

The recasting of time values of ESI--particularly of e-mail collections--
to a common temporal baseline, often Coordinated Universal Time
(UTC) or another time zone the parties designate.
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Tokenization

Unicode

Unicode Normalization

UTF-8

A method of document parsing that identifies words ("tokens") to be
used in a full-text index. Because computers cannot read as humans
do but only see sequences of bytes, computers employ programmed
tokenization rules to identify character sequences that constitute
words and punctuation.

Western languages typically use spaces and punctuation to identify
word (or token) breaks. Because other languages, e.g. Chinese,
Japanese and Korean, do not use these methods to break characters
into words, | tokenization software ensures that words and other
tokens are indexed properly for search.

An international, multibyte encoding scheme for text, symbols, emoji
and control codes. Unicode 13.0 offers 154 encoding schemes or scripts
comprising 143,859 characters. Unicode was developed to overcome
the limits of the single byte ASCII encoding scheme that lacked the
capacity to encode foreign language characters and other symbols
needed for international writing and communication. Unicode is now
the standard for Western and international text encoding.

Improves search recall by adding information to an index that locates
Unicode characters encoded in multiple ways when searching with any
counterpart encoding. Linguistically identical characters encoded in
Unicode (so-called "canonical equivalents") may be represented by
different numeric values by virtue of accented letters having both
precomposed (é) and composite references (e + ). Unicode
normalization replaces equivalent sequences of characters so that any
two texts that are canonically equivalent will be reduced to the same
sequence of searchable code called the "normalization form" or
"normal form" of the original text.

Unicode Transformation Format (character encoding 8) or UTF-8 is the
most widely used Unicode encoding, employing one byte for standard
English letters and symbols (making UTF-8 backwards compatible with
ASCIl), two bytes for additional Latin and Middle Eastern characters,
and three bytes for Asian characters. Additional characters may be
represented using four bytes.

217



‘e # Exercise 10: Metadata: File Table Data

GOALS: The goals of this exercise are for the student to:

1. Distinguish between system metadata and application metadata;
Explore the Windows Master File Table; and

3. Understand that, because system metadata is not stored within the file, you don’t preserve
system metadata by simply copying the contents of the file; you must grab its system metadata
from the file table, too.

OUTLINE: Students will create a file in Notepad and search within and without the file for metadata.

This easy exercise is a belated return to metadata, but purposefully, because we need to nail down
that crucial distinction between system and application metadata and what each holds and take a
quick peek at encoded file times.

Background
Once again we will use the HexDump utility at http://www.fileformat.info/tool/hexdump.htm, to

view every byte in a file as ASCIl text and hex values. So, when you know a file has attendant
metadata that you can’t see within the four corners of the file, it must be somewhere. Where does
that metadata come from?

Step 1: Create a simple text file

In Windows: On your Desktop, right click on an open area select New>Text Document. Name the
file “me.txt,” then open the file you just created and type your full name. Save the file, then close
it. Double click the file to re-open it and confirm that your name appears in the document named
me.txt on your Desktop.

In MacOS: You will use the Mac default text editor called TextEdit to create a plain text (ASCII) file.
But, since the Text Edit program creates Rich Text (RTF) formats by default, you must first modify

some program settings: B —— - S—
. Richtme [ Set.. ) Hehencs 12 ¥ Delete backus e
a. Open TextEdit. = 7 Save fies wrtaie
Pl wext Set.. Moraco 10 = — =
b. Choose Preferences from the — ) Overwrite read-—andy fies
. . . New Document Format C3APDARG 2t Sum——
TextEdit application menu. — ]

Plain Text Encoding

c. Clickthe Plain Text radio button for © Pam e
=2 Open Austoerane

— Wrap o Page
New Document Format. e e
d. Be sure the checkbox for "Wrap to = =~ TR R ]
Page" is deselected. = The encoding cam aise be specif
ek S characiers Open and Save Salogs
e. Close the Preferences box. a1 B
- Rich text processing
PRFISEN —
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Create a new file using TextEdit and type just your full name in the file. Save the file as “me.txt” to
your Desktop and close it. Re-open the me.txt file and confirm that your name appears in the
document.

Step 2: Check the Properties

| me tx Propertes I
In Windows: Right click on your me.txt file and select —

General |Se:urity I Details I Previous Versmnsl

“Properties.”
In MacOS: Right click and select Get Info

me bd

Type of file:  Text Document (b}

Opens with: "j Notepad Change...
Note the file’s size and its size on disk. The first reflects the actual Location:  CA\Users\Craig Ball\Deskiop

Size: 14 bytes (14 bytes)

byte count for the data needed to store your name (including

Size on disk:  4.00 KB (4,056 bytes)

spaces). The size on disk is the total size of the cluster(s)

Created: Today, May 15, 2013, 3 hours ago

allocated to storing the file. On my Windows machine, the drive || wedfes  Tosay. sy 15,2013 3hous s

Accessed: Today, May 15, 2013, 3 hours ago

Attributes Feadorfy [ Hicden Advanced

is logically divided into 4 kilobyte clusters, so every file occupies

at least 4KB on disk as seen in the figure at right (but see the
discussion of resident MFT data below).

Cancel BApph,

Step 3: Dump the Hex
Using your web browser, go to the Online HexDump Utility at
http://www.fileformat.info/tool/hexdump.htm and click “choose File.” Using the selection box that
will appear, navigate to the file you just created called “me.txt.” Click “Open.” Now click the blue
“Dump” button on the Online HexDump Utility page. You should see something like this (but with

your name, of course):

file nams: me.txt
mims type:

0000-000=e: 5% of 75 T72-20 && 75 tc-6c 20 4e 6l-6d 65 Your.ful 1.Name

Step 3: Carefully examine the complete contents of the file

Look at the hex. Look at the text. Do you see any data within the file other than your name? Do
you see any file path (location) data? Do you see any date or time data? Do you even see the file’s
name within the file? Every file has system metadata, so where’s the metadata if it’s not in the
file? It’s in the file table: the MFT in Windows or the Catalog File in an Apple system.

Plumbing the Windows MFT
MFT stands for Master File Table. On a Windows system, the MFT is like a library card catalog,
storing information about the location of the “book” (file) and describing some of its characteristics
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(system metadata). The MFT is where most system metadata reside, in contrast to application
metadata, which resides within the file it describes and moves with the file when copied.

The MFT is made up of numerous 1,024-byte entries, each describing a file or folder stored on the
media. The image below is a screenshot of the MFT entry for the me.txt file on my Windows
Desktop. Like all MFT entries, it begins with FILEO, and after some weirdly encoded stuff, you’ll see
the name (me.txt) stored in code page 1252 (which if you remember our processing discussion is
Microsoft’s version of 1ISO 8859-1, a/k/a Latin 1). Note the spaces between the letters of the file
name, which tells us it is double byte encoded, that is, in a Unicode-compatible way.

Master File Table Entry for me.txt

Dffset D01 2 3 4 5 & 7 8 91011 12 13 14 1 -
03349234688 |6 49 4C 45 30 00 03 00 7D 9D 45 88 27 00 00 00 FILED 3 Ep' Alloc. of visible drive space
03349234704 42 00 01 00 38 00 01 00 58 01 00 00 00 04 0D 00 B 8 X , _
03349234720 00 00 00 00 00 00 00 00 06 00 00 00 51 E8 01 OO 0& Cluster No.: - 81vead
03349234736 02 00 00 00 00 0D 00 00 10 00 OO0 00 &0 00 00 OO : SMFT (#125009)
03349234752 00 00 00 00 00 OO0 00 00 48 00 OO0 00 1% 00 00 OO H “Users'Craig Ball"Desktop'me b
03349234768 28 97 C4 59 B4 51 CE 01 20 4D DO 63 B4 51 CE 01 (1470t HBc Qb .
03349234784 20 4D DO 63 B4 51 CE 01 28 97 C4 59 B4 51 CE 01 Hpc 0t (14v qf Snapshot taken 14 min. ago
03349234800 20 00 00 00 00 00 00 00 00 00 00 00 00 00 00 OO , _ .
03349234816 00 00 00 00 9C 02 00 00 00 00 00 00 00 00 00 0O I E@ﬂ@Ph”?CE'SEdDFND" 5“433E3
03349234832 48 C2 94 CO 06 0D 00 00 30 00 00 00 68 00 00 00 HAiph 0 Logical sector No.: 6541475
03349234848 00 00 00 00 00 00 04 00 4E 00 00 00 18 00 01 00 N

03349234864 08 02 00 00 00 00 03 00 28 97 C4 59 B4 51 CE 01 (1AY ‘0t Lo erere DETE
03349234880 28 97 C4 59 B4 51 CE 01 28 97 C4 59 B4 51 CE 01 (1&¥'g (1av qf =
03349234896 28 97 C4 59 B4 51 CE 01 00 00 00 00 00 00 00 00 ¢pA¥°Qb UL =
03349234912 00 00 00 00 00 00 00 00 20 00 00 00 00 00 00 00 e 156 GB
03349234928 06 03 6D 00 65 00 2E 00 74 00 78 00 74 00 PE 00 me . t = t © =

03349234944 40 00 00 00 28 00 00 00 00 00 00 00 00 00 OS5 00 @ ¢ =
03349234960 10 00 00 00 18 00 00 00 FC 00 FB 56 6& Ba E2 11 i aviea T e 107TB
03349234976 9D FS 00 26 83 36 EE 8B 80 00 00 00 28 00 00 00 & &I6L11 ¢

03349234992 00 00 18 00 00 00 01 00 OE 00 00 00 18 00 00 00 LlEeRed it cnlll =
03349235008 59 6F 75 72 20 66 75 60 6C 20 4E 61 6D 65 CE 01 Your full Namel

03349235024 FF FF FF FF 82 79 47 11 00 00 00 00 00 00 00 00 §§¥¥1vG Bytes per cluster: 4,096
03349235040 20 00 00 00 00 00 00 00 19 01 4E 00 65 00 77 00 Hew o 40,300,420
03349235056 20 00 54 00 65 00 78 00 74 00 20 00 44 00 6F 00 Te=xt Do Total clusters: 58 785,535
03349235072 63 00 75 00 6D 00 65 00 6E 00 74 00 20 00 28 00 cumen t

03349235088 32 00 29 00 2E 00 74 00 78 00 74 00 00 00 00 00 2 3 . t = t Bytes per sector: 512
03349235104 80 00 00 00 18 00 00 00 00 00 18 00 00 00 01 00 | Sector count: 2 070,284,280
03349235120 00 00 00 00 18 00 00 00 FF FF FF FF 82 79 47 11 aad be

03349235136 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 Physical disk: 2
03349235152 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

03349235168 00 00 00 00 00 00 00 00 00 00 OO 00 00 00 00 OO , _

03349235184 00 00 00 00 00 00 00 00 00 00 00 00 00 00 02 00 Display time zone: UTC -06:00
03349235200 00 00 00 00 00 OO 00 00 00 OO0 OO 00 00 OO OO0 00 Mode: hexadecimal
03349235216 00 00 00 00 00 00D 00 00 00 00 00 00 00 00 00 OO Character sst: CP 1252
03249235232 00 00 00 00 00 00 00 00 00 00 OO 00 00 00 00 00 Offests: fTE
03349235248 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 B 16c16=576
Sector 6541474 of 2070284280 Offset: 3 n/a

An interesting aspect of the MFT is that if the contents of a file are sufficiently small (less than about
750 bytes), the operating system doesn’t really create a file at all. Instead, it stores the contents
right in the MFT and just pretends to create a discrete file. Because the me.txt file holds so little
content, we can see its content (“Your full Name”) stored right in the MFT entry (beginning FILEO).
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The MFT also stores date and time values reflecting when the file was Modified, Accessed and
Created. You can’t see them because they are encoded in an extraordinary way. Windows file
times are stored as (and | absolutely LOVE this) a value equal to the number of 100 nanosecond
intervals since January 1, 1601. Thus, if you look at the hex content from the MFT entry, the sixth
line down begins with these eight bytes: 0x2897C459B451CE01. This is a 64-bit numeric value
equivalent to the decimal 130,131,274,282,342,184. It also happens to equal the number of 100
nanosecond intervals between January 1, 1601 and May 15, 2013 @21:37:08 UTC, when | created
the file.

— - - - -

Of f ==t o1 2 3 4 5 6 7 g 910 11 12 13 14 15 =

033492346838 46 49 4C 45 30 00 03 00 7D 9D 45 88 27 00 00 00 FILED FEIY
03349234704 42 00 01 00 38 00 01 00 548 01 00 00 OO 04 0O 0O B 8 X

03349234720 00 00 00 00 OO 0O OO0 OO0 06 0O 0O OO0 51 ES 01 00 Q&
03349234736 02 00 00 00 00 00 OO0 00 10 0O 0O OO0 &0 OO0 0O 0O :
03349234752 00 00 00 00 OO 0O OO OO0 42 00 0O OO0 18 00 00 00 H
03349234765 B2 97 C4 59 B4 51 CE 01 20 4D DO 63 B4 51 CE 01 (1a¥'0f Mbc-of
03349234784 5 97 ©4 59 B4 51 CE 01 MBeoob (pav-ot
03349234300 | Do Interpreter @]D 00 00 00 00 00 00 0o I:
03349234816 64 Bit (2): 130131274282342184 (0 0O 00 00 00 00 00 0O [
03349234832 || FILETIME: 02/15/2013 B0 00 00 00 68 00 OO0 0O HApA 0 h
03349234848 21:37:08 iE 00 00 00 1% 00 01 00 )
03349234864 T8 T2 OO0 OO OO OO0 OF 0028 97 C4 59 B4 51 CE 01 (1AY 0l

03349234320 23 97 C4 59 B4 51 CE 01 23 97 C4 59 B4 51 CE 01 (pav¥ 0@ (gavof

R R B R R T e W o Tl o T o e BB B ol o B o B T ol B ' | e e e T e T e T el e B e N B e T B e e B e el FECI B S

NOTE: You’ve nothing you need to turn in for this Exercise.
Discussion Points to Ponder (NOT homework):

1. If the contents of the file me.txt reside in the MFT, why does Properties state that the file is
taking up 4KB of space on disk?

2. When we copy a file from one media to another (as might occur when collecting ESI for
processing), what MFT metadata routinely follows the file to its destination? Why these
fields? What metadata is lost unless overt steps are taken to collect it? Does the destination
medium have its own Master File Table? What data is lost when the file tables of the source
and target media are incompatible?
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The Big Six: Getting your Arms around the ESI Elephant
Many cultures share the parable of the six blind men describing an | vITAL VOCABULARY
elephant. The one who grabbed the tail likened the elephant to a
snake. The blind man who grabbed the trunk said, “no, more like a
tree branch,” and the one with his arms around the elephant’s leg

Microsoft Exchange
Journaling Server

said, “you’re both wrong, an elephant is like a tree trunk.” The man Media Rotation
touching the ear opined that the elephant was like a large leaf, and Key Custodian

the blind man at the tusk said, “you’re all crazy. An elephant is like a Structured Data
spear.” None of them understood the true nature of an elephant Query Language

because they failed to consider all its aspects. Schema

In e-discovery, too, we cannot grasp the true nature of potentially responsive data until we touch
many parts of the ESI elephant.

The Big Six of E-Discovery:
Databases Getting your Arms
Around the Elephant

Social Network

Shares

Storage .
& Devices

There are no forms or checklists that can take the place of understanding electronic evidence any
more than a Polish phrasebook will equip you to try a case in Gdansk. But there are a few rules of
thumb that, applied thoughtfully, will help you get your arms around the ESI elephant. Let’s start
with the Big Six and work through some geek speak as we go.
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The Big Six...Plus
Without knowing anything about IT systems, you can safely assume there are at least six principal
sources of digital evidence that may yield responsive ESI:

1 . Key Custodians' E-Mail (Sources: server, local, archived and cloud)

Corporate computer users will have a complement of e-mail under one or more e-mail aliases (i.e.,
shorthand addresses) stored on one or more e-mail servers. These servers may be physical
hardware managed by IT staff or virtual machines leased from a cloud provider, either running
mail server software, most likely applications called Microsoft Exchange or Lotus Domino. A third
potential source is a Software as a Service (SaaS) offering from a cloud provider, an increasingly
common and important source. Webmail may be as simple as a single user’s Gmail account or, like
the Microsoft Office 365 product, a complete replication of an enterprise e-mail environment,
sometimes supporting e-discovery preservation and search capabilities.

Users also tend to have a different, but overlapping complement of e-mail stored on desktops,
laptops and handheld devices they've regularly used. On desktops and laptops, e-mail is found
locally (on the user’s hard drive) in container files with the file extensions .pst and .ost for Microsoft
Outlook users or .nsf for Lotus Notes users. Finally, each user may be expected to have a
substantial volume of archived e-mail spread across several on- and offline sources, including
backup tapes, journaling servers and local archives on workstations and in network storage areas
called shares (discussed below).

These locations are the "where" of e-mail, and it’s crucial to promptly pin down “where” to ensure
that your clients (or your opponents) don’t overlook sources, especially any that may spontaneously
disappear over time through purges (automatic deletion) or backup media rotation (reuse by
overwriting).

Your goal here is to determine for each key custodian what they have in terms of:
e Types of messages (did they retain both Sent Items and Inbox contents? Have they retained
messages as they were foldered by users?);
e Temporal range of messages (what are the earliest dates of e-mail messages, and are there
significant gaps?); and
e Volume (numbers of messages and attachments versus total gigabyte volume—not the
same thing).
Now, you're fleshing out the essentia

IH

who, what, when, where and how" of ESI.

2 o Key Custodians' Documents and Data: Network Shares

Apart from e-mail, custodians generate most work product in the form of productivity documents
like Microsoft Word documents, Excel spreadsheets, PowerPoint presentations and the like. These
may be stored locally, i.e., in a folder on the C: or D: drive of the user’s computer (local storage, see
below). More often, corporate custodians store work product in an area reserved to them on a
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network file server and mapped to a drive letter on the user's local machine. The user sees a
lettered drive indistinguishable from a local drive, except that all data resides on the server, where
it can be regularly backed up. This is called the user's network share or file share.

Just as users have file shares, work groups and departments often have network storage areas that
are literally "shared" among multiple users depending upon the access privileges granted to them
by the network administrator. These shared areas are, at once, everyone's data and no one's data
because it's common for custodians to overlook group shares when asked to identify their data
repositories. Still, these areas must be assessed and, as potentially relevant, preserved,
searched and produced. Group shares may be hosted on company servers or “in the cloud," which
is to say, in storage space of uncertain geographic location, leased from a service provider and
accessed via the Internet. Enterprises employ virtual workspaces called deal rooms or work rooms
where users "meet" and collaborate in cyberspace. Deal rooms have their own storage areas and
other features, including message boards and communications tools--they’re like Facebook for
business.

3. Mobile Devices: Phones, Tablets, loT

Look around you in any airport, queue, elevator and waiting room or on any street corner. Chances
are many of the people you see are looking at the screen of a mobile device. According to the U.S.
Center for Disease Control, more than 41% of American households have no landline phone, relying
on wireless service alone. For those between the ages of 25 and 29, two-thirds are wireless-only.
Per an IDC report sponsored by Facebook, four out of five people start using their smartphones
within 15 minutes of waking up and, for most, it’s the very first thing they do, ahead of brushing
their teeth or answering nature’s call.

The Google Play app store holds 2,1 million apps and the Apple App Store supplies roughly the same
number accounting for some 200 billion downloads. All these apps push, pull or store some data,
and many of them surely contain data relevant to litigation. More people access the internet via
phones than all other devices combined. Yet, in e-discovery, litigants often turn a blind eye to the
content of mobile devices, sometimes rationalizing that whatever is on the phone or tablet must
be replicated somewhere else. It's no; and if you’re going to make such a claim, you’d best be
prepared to back it up with solid metrics (such as by comparing data residing on mobile devices
against data secured from other sources routinely collected and processed in e-discovery).

The bottom line is: if you’re not including the data on phones and tablets, you’re surely missing
relevant, unique and often highly probative information.

4. Key Custodians' Documents and Data: Local Storage

Enterprises employ network shares to ensure that work product is backed up on a regular basis;
but, despite a company’s best efforts to shepherd custodial work product into network shares,
users remain bound and determined to store data on local, physical media, including local laptop
and desktop hard drives, external hard drives, thumb drives, optical disks, camera media and the
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like. In turn, custodians employ idiosyncratic organizational schemes or abdicate organization
altogether, making their My Documents folder a huge hodgepodge of every document they’ve ever
created or collected.

Though it’s expedient to assume that no unique, potentially-responsive information resides in local
storage, it’s rarely a sensible or defensible assumption absent document efforts to establish that
the no-local-storage policy and the local storage reality are one-and-the-same.

5 « Social Networking Content

The average Facebook user visits the site 14 times daily and spends 40 minutes looking at Facebook
content. That’s the average; so, if you haven’t visited today, some poor soul must give Facebook
80 minutes and 28 visits. Perhaps because we believe we are sharing with “friends” or simply
because nothing is private anymore, social networking content is replete with astonishingly candid
photos, confessions, rants, hate speech, statements against interest and a host of other information
that is evidence in the right case. Experts often blog or tweet. Spouses stray on dating and hook
up sites like Tinder and Hinge. Corporations receive kudos and complaints via a variety of social
portals. If you aren’t asking about social networking content, you’re missing a lot of elephant!

6. Databases (server, local and cloud)

From Access databases on desktop machines to enterprise databases running multinational
operations (think UPS or Amazon.com), databases of every stripe are embedded throughout every
company. Other databases are leased or subscribed to from third parties via the cloud (think
Salesforce.com or Westlaw). Databases hold so-called structured data, a largely meaningless
distinction when one considers that most of data stored within databases is unstructured, and
much of what we deem unstructured data, like e-mail, is housed in databases. The key is
recognizing that databases exist and must be interrogated to obtain the responsive information
they hold.

The initial goal for e-discovery is to identify the databases and learn what they do, who uses them
and what types and ranges of data they hold. Then, determine what standard reports they can
generate in what formats. If standard reports aren’t sufficient to meet the needs in discovery,
inquire into the databases schema (i.e., its structure) and determine what query language the
database supports to explore how data can be extracted.

P LU S o Cloud Sources

The Big Six probably deserve to be termed the Big Seven by the meteoric rise of the cloud as both
a repository for replicated content and a burgeoning source of relevant and unique ESI in its own
right. For now, it’s Six Plus because the Cloud touches so many of the other six and because it’s
evolving so quickly that it’s likely to ultimately differentiate into several distinct sources of unique,
discoverable ESI. Whether we consider the shift of corporate applications and IT infrastructure to
leased cloud environments like Amazon Web Services and Microsoft Azure or the tendency of

225



individuals to store data in tools like Box, Dropbox, Google Drive, Microsoft OneDrive, Apple’s
iCloud, Slack, Salesforce and others, the cloud is more than merely an adjunct to the Big Six sources
when seeking to identify and preserve potentially responsive ESI.

As well, scanned paper records made searchable by Optical Character Recognition (OCR) tools
remain a not-to-be-overlooked source of discoverable evidence.

The Big Six Plus don’t cover the full range of ESI, but they encompass most potentially responsive
data in most cases. A few more thoughts worth nailing to your forehead:

Pitfalls and Sinkholes

Few organizations preserve all legacy data (information no longer needed in day-to-day
operations); however, most retain large swaths of legacy data in backups, archives and mothballed
systems. Though a party isn’t obliged to electronically search or produce all its potentially
responsive legacy data when to do so would entail undue burden or cost, courts nonetheless tend
to require parties resisting discovery to ascertain what they have and quantify and prove the
burden and cost to search and produce it. This is an area where litigants often fail.

A second pitfall is that lawyers too willingly accept "it's gone" when a little wheedling and tenacity
would reveal that the information exists and is not even particularly hard to access. It's an area
where lawyers must be vigilant because litigation is regarded as a sinkhole by most everyone except
the lawyers. Where ESl is concerned, custodians and system administrators assume too much, do
too little or simply say whatever will make the lawyers go away.

Lather, Rinse and Repeat

So long as potentially responsive data is properly preserved, it's not necessary or desirable in a high-
volume ESI case to seek to secure all potentially relevant data in a single e-discovery foray. It's
more effective to divide and conquer. First, collect, examine and produce the most relevant and
accessible ESI from what | like to call the Uber-key custodians; then, use that information to guide
subsequent discovery requests. Research from the NIST TREC Legal Track proves that a two-tiered
e-discovery effort produces markedly better results when the parties use the information gleaned
from the first tier to inform their efforts through the second.
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The Perfect Preservation Letter
Craig Ball
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Well, | was drunk the day my Mom got outta prison, and | went to pick her up in the rain;
But before | could get to the station in my pickup truck, she got runned over by a damned old

train.

From “You Never Even Called Me by My Name” (a/k/a “The Perfect Country and Western Song”)

By Steve Goodman, performed by David Allan Coe

Outlaw musician David Allan Coe sings of how no country and western
song can be “perfect” unless it talks of Mama, trains, trucks, prison and
getting drunk. Likewise, no digital evidence preservation letter can be
“perfect” unless it clearly identifies the materials requiring protection,
educates your opponent about preservation options and lays out the
consequences of failing to preserve the evidence. You won’t find the
perfect preservation letter in any formbook. You must custom craft it
from a judicious mix of clear, technically astute terminology and fact-
specific direction. It compels broad retention while asking for no more
than the essentials. It rings with reasonableness. Its demands are
proportionate to the needs of the case, and it keeps the focus of e-
discovery where it belongs: on relevance. This article discusses features
of an effective, efficient preservation letter and offers suggestions as to
how it can be drafted and deployed.

THE ROLE OF THE PRESERVATION LETTER

VITAL VOCABULARY
Preservation Letter
Proportionate
Anticipation of Litigation
Sanctions
Intent to Deprive
System Metadata
Application Metadata
Backup Tape
Computer Forensics
Forensic Image
Bitstream

You can read the Federal Rules of Civil Procedure from cover to cover and you’ll find no mention of
preservation letters. So why invest effort creating the perfect preservation letter? Doesn’t every
lawyer know the law and rules prohibiting destruction of evidence apply to electronically stored
information just like any other evidence? Don’t all litigators ensure clients take reasonable steps
to preserve information in anticipation of litigation and discovery? Fifteen years after amendment
of the Federal Rules on these points and countless published decisions post-Zubulake v. UBS
Warburg, 220 F.R.D. 212 (S.D.N.Y. 2003), the answer remains a sad, resounding “NO.” You cannot

rely upon the competence and training of opposing counsel
when it comes to electronic evidence. Too many litigators
and in-house counsel remain clueless and careless about
information systems. The reality of electronic discovery
is it starts off as the responsibility of those who don’t
understand the technology and ends up as the
responsibility of those who don’t understand the law. A
well-drafted preservation letter helps bridge this
knowledge gap.
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At bottom, the preservation letter reminds parties to preserve evidence, to act, so evidence doesn’t
disappear. But the preservation letter also serves as the
linchpin of claims for spoliation, helping establish the
requisite intent to deprive and conscious disregard for the
duty to preserve. The more plainly and practically you
convey what evidence must be retained, the greater your
client’s access to justice when an opponent loses or
destroys it.

The more plainly and practically
you convey what evidence must

be retained, the greater your
client’s access to justice when an
opponent loses or destroys it.

THE RULES OF CIVIL PROCEDURE

Though serving a preservation letter isn’t a formal component of civil discovery procedures, it’s a
wise precursor to the obligations imposed by the federal, state and local rules of procedure
imposing discovery “meet and confer” obligations. Rule 26 of the Federal Rules of Civil Procedure
requires litigants “discuss any issues about preserving discoverable information, Fed. R. Civ. P. Rule
26, and “any issues about disclosure, discovery, or preservation of electronically stored
information, including the form or forms in which it should be produced.” Fed. R. Civ. P. Rule 26(f)(3).
By compelling early consideration of the nature and scope of potentially relevant evidence, often
before litigation has begun, the preservation letter serves to frame the agenda for conferences to
follow.

The preservation letter plays a key role in a court’s consideration of whether a party acted in bad
faith in connection with the irreparable loss of data that should have been preserved. Rule 37(e)
of the Federal Rules of Civil Procedure states:

Failure to Preserve Electronically Stored Information.

If electronically stored information that should have been preserved in the anticipation or
conduct of litigation is lost because a party failed to take reasonable steps to preserve it,
and it cannot be restored or replaced through additional discovery, the court:

(1) upon finding prejudice to another party from loss of the information, may order
measures no greater than necessary to cure the prejudice; or

(2) only upon finding that the party acted with the intent to deprive another party of the
information’s use in the litigation may:

(A) presume that the lost information was unfavorable to the party;

(B) instruct the jury that it may or must presume the information was unfavorable to the
party; or

(C) dismiss the action or enter a default judgment.
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Assessment of intent turns on the subjective awareness of the party failing to preserve evidence.
The preservation letter helps establish such awareness,

proving a party destroying evidence knew of its  EUNGEEIEE RIS TNGEVE ol E el
discoverability and purposefully disregarded it. A clear
and instructive preservation letter that serves to
educate your opponent isn’t just a professional
courtesy; it compels recognition of the duty to intervene
to prevent data loss and makes it harder to assert ek QAR ol SVl
ignorance as a defense. data loss and makes it harder to

letter that serves to educate your
opponent isn’t just a professional

courtesy; it compels recognition of

assert ignorance as a defense.

What is Electronic Evidence Preservation?
When evidence was on paper, preserving it was simple: We set the original or a copy aside,
confident that it would come out of storage as it went in. Absent destructive forces or tampering,
paper stays the same. But despite lawyers’ archaic ardor for paper, modern information is born
digitally and stored digitally. Little of it is ever printed save for short-term convenience and then
discarded.

Preserving electronically stored information (ESI) poses unique challenges because:
e Touching ESI changes it
e Digital evidence is ill-suited to printing
e ESI must be interpreted to be used
e Storage media are fragile and dynamic, changing all the time
e Digital storage media are disposable and recyclable

TOUCHING ESI CHANGES IT

Route a document through a dozen hands and, aside from a little finger grime or the odd coffee
stain, the document won’t be changed by moving, copying or reading it. But, open the same
document in Microsoft Word, or copy it to a thumb drive, and you’ve irretrievably changed the
document’s system metadata, the data-about-data metrics, like a document’s creation date, that
may be evidence in its own right. Open the document in its native application (e.g., Microsoft
Word) and embedded application metadata values are irreparably altered.

Even the medium employed to copy or transmit data may play a role in altering its metadata. Back
when it was common to use recordable optical disks to transfer or produce ESI, few appreciated
that merely copying a file from a Windows computer to a recordable CD-R stripped the file of time
values. Hard drives, floppy disks, thumb drives and optical media all use different file system
architecture such that the CD-R doesn’t offer a structure capable of storing all Windows time
metadata. Where the Windows NTFS file system offers three “slots” for storing file dates (i.e.,
Modified, Accessed and Created), the CD-R’s Joliet file structure supplies just one. With nowhere
to go, temporal metadata is jettisoned in the CD recording process, and the missing metadata
misreported on the destination system. Similar incongruities may impact the ability to store long
filenames as well as the precision of time values. When ESl is evidence, such differences matter.

230



DIGITAL EVIDENCE IS ILL-SUITED TO PRINTING

Much modern evidence doesn’t lend itself to paper. For example, a spreadsheet displays values
derived from embedded formulae, but you can’t embed those formulae in paper and see the
calculated values. In large databases, information occupies expansive grids that wouldn’t fit on a
printed page. Sound and video evidence can’t make the leap to paper and allocating a full sheet of
paper to every text message is insanely wasteful and cumbersome. So, preserving on paper has
ceased to be a practical option.

ESI MUST BE INTERPRETED TO BE USED

If legible and in a familiar language, a paper document conveys information directly to the reader.
A literate person can interpret an alphabet, aided by blank spaces and a few punctuation marks.
It's a part of our grade school “programming.” All digital data are just streaming information
denoted as ones and zeroes. For these streams of data to convey anything intelligible to humans,
the data must be interpreted by a computer using specialized programming called “interfaces” and
“applications.” Without the right interface and application—sometimes even without the correct
version of an interface or application—data is wholly inaccessible or may be inaccurately presented.
Successfully preserving data may entail preserving legacy applications capable of correctly
interpreting the data as well as legacy computing environments—hardware and software—capable
of running the applications. Operator’s manuals and the schema laying out a database’s
architecture may be needed as well.

STORAGE MEDIA ARE FRAGILE AND DYNAMIC

If your great grandfather put a letter in a folder a century ago, chances are good that apart from
signs of age, you could pull it out today and read it. But changes in storage technology and instant
obsolescence have already rendered fifteen-year-old digital media largely inaccessible absent
considerable effort and expense. How many of us still have a computer capable of reading an
optical disk, let alone a floppy disk? Data stored on back up tapes and other magnetic and optical
media fades and disappears over time like the contents of once-common thermal fax paper. Disks
expected to last a century are turning up illegible in a few years. Back up tapes stretch a bit each
time they are used and are sensitive to poor storage conditions. Long-term data preservation will
entail either the emergence of re durable media or a relentless effort to migrate and re-migrate
legacy data to new media.

DIGITAL STORAGE MEDIA ARE DISPOSABLE AND RECYCLABLE

By and large, paper is not recycled for information storage; at least not in a way we’d confuse its
prior use as someone’s Last Will & Testament with its reincarnation as a cardboard carton. By
contrast, a hard drive is constantly changing and recycling its contents. A later version of a
document may overwrite—and by so doing, destroy—an earlier draft, and storage space released
by the deletion of one file may well be re-used for storage of another. This is in sharp contrast to
paper preservation, where you can save a revised printout of a document without affecting—and
certainly not obliterating-- a prior printed version.
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Clearly, successful preservation of digital data isn’t as simple as copying something and sticking it
in a folder; but your opponent may not appreciate the planning and effort digital preservation
requires. When that’s the case, the requesting party is at a crossroads: Do you seek to educate the
producing party or its counsel about how and why to properly preserve digital evidence, or do you
keep mum in hopes that an advantage will flow from your opponent’s ineptitude? That is, do you
want the evidence or the sanction?

Setting an opponent up for a spoliation sanction is a fool’s errand; most of the time, you’ll want the
evidence.

THE DUTY TO PRESERVE

At what point does the duty to preserve evidence arise? When the lawsuit is filed? Upon receipt
of a preservation letter? When served with a request for production?

The duty to preserve evidence may arise before—and
certainly arises without—a preservation letter. In fact, the
duty can arise long before. A party’s obligation to preserve may arise before—and certainly
evidence is generally held to arise when the party knows arises without—a preservation
or has reason to know that evidence may be relevant to letter.

future litigation.  This “reasonable anticipation of
litigation” standard means that any person or company who should see a claim or lawsuit on the
horizon must act, even before a preservation letter or lawsuit has materialized, to cease activities
likely to destroy electronic or tangible evidence and must take affirmative steps to preserve such
evidence.

The duty to preserve evidence

Thus, the preservation letter is but one of several events sufficient
to trigger the duty to preserve evidence, but the preservation W EIEEEAELC]
letter is an explicit, decisive trigger. Often, the preservation letter’s arrival marks the
letter’s arrival marks the moment parties awaken to their duty to moment parties awaken
determine what evidence exists and what must be retained. to their duty to determine
what evidence exists and
BALANCE, REASONABLENESS AND PROPORTIONALITY
I've seen producing parties sneer in contempt at preservation
letters when they should consider them a gift. A well-crafted preservation demand is well-nigh a
checklist of sources and forms of potentially relevant ESI. Does it too-often overreach? Certainly,
because most are drafted by lawyers knowing little-or-nothing about an opponent’s information
systems. Apprehension and ignorance foster everything-but-the-kitchen-sink requests; the perfect
preservation letter esteems the “how” and “how much” issues faced by the other side.

what must be retained.
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A preservation letter seeking everything and a pony or serving to

paralyze an opponent’s operations won’t see compliance or A preservation letter
enforcement. Absent evidence of misconduct (e.g., overt seeking everything and a
destruction of evidence), a court won’t sanction a party for failing pony or serving to paralyze

to comply with a preservation letter so onerous that no one dare an opponent’s operations
turn on their computer for fear of spoliation! For a preservation
letter to work, it must be reasonable on its face.

won’t see compliance or

enforcement.

Take Note: If your goal is to keep the other side from destroying
relevant evidence, any judge will support you in that effort if your demands aren’t cryptic,
overbroad or unduly burdensome. In a word: proportionate.

If it could be accomplished with paper evidence, judges expect a corollary accomplishment with
electronic evidence. Still, digital is different, and some of the ways we approach paper discovery
just won’t fly for electronic evidence. For example, using the term “any and all” in a request for
digital evidence is a red flag for potential over breadth. Demanding that an opponent retain “any
and all electronic communications” is nonsense. After all, phone conversations are electronic
communications, and it’s unlikely that, outside a regulated environment like a retail brokerage, a
court would require a litigant to record all calls, though a judge shouldn’t hesitate to compel
retention of recordings (think Zoom meetings) when conferences are already recorded and relevant.
If what you want preserved is e-mail, or text messaging or social networking content, spell it out.
Your opponent may squawk, but at least the battle lines will be drawn on specific evidentiary items
your opponent may destroy instead of fighting about vague language” The risk to this approach is
that your opponent may fail to preserve what you haven’t specified. Fear not! To the extent the
evidence destroyed was relevant and material, an omnibus request to retain information items
bearing on the claims made the basis of the claim will catch it.

Remember: the preservation letter neither creates the duty .
to preserve nor constrains it. Parties must still think for Remember: the preservation

themselves. If the evidence was relevant and discoverable, letter neither creates the duty
its intentional destruction is spoliation, even if you didn’t to preserve nor constrains it.
cite it in your preservation demand. Parties must still think for

themselves. If the evidence was
PRESERVATION ESSENTIALS

First and foremost, a perfect preservation letter must seek
to halt routine business practices geared to the destruction
of potential evidence. It might call for an end to automatic
purging of messages, repurposing of drives, overwriting of [ WNELIREEESERELCIRe e TIe
logs, scheduled destruction of back up media, sale, gift or

destruction of computer systems and, (especially if you know computer forensics may come into
play) running “privacy” software.. A lot of digital evidence disappears because of a lack of
communication (“legal forgot to tell IT”) or of individual initiative (“this is MY e-mail and | can delete
it if | want to”). So, be sure to highlight the need to effectively communicate retention obligations

relevant and discoverable, its
intentional destruction is

spoliation, even if you didn’t cite
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to those with hands-on access to systems and suggest steps to forestall personal delete-o-thons.
Remember: When you insist that communications about preservation obligations reach every
custodian of discoverable data and that such communications stress the importance of the duty to
preserve, you are demanding no more than the law requires. See, e.g., Zubulake, supra.

Next, get fact specific! Focus on items specifically bearing on the claim or suit, like relevant business
units, activities, practices, procedures, time intervals, jurisdictions, facilities and key players (a/k/a
“custodians”). Here, follow the “who, what, when, where and how” credo of good journalism.
Preservation letters are more than a boilerplate form into which you pack every synonym for
document and computer. If your preservation letter boils down to “save everything about anything
by everyone, everywhere at any time,” it’s time to re-draft it because not only will no trial court
enforce it, many will see it as discovery abuse.

The preservation letter’s leading role is to educate your opponent about the many forms of relevant
electronic evidence and the importance of taking prompt, affirmative steps to be sure that evidence
remains accessible. Educating the other side isn’t a noble undertaking—it’s sound strategy.
Spoliation is frequently defended on the basis of ignorance; e.g., “Your honor, we had no idea that
we needed to do that,” and your goal is to slam the door on the “it was an oversight” excuse. Doing
so entails more than just reciting a litany of storage media to be preserved--you’ve got to educate,
clearly and concisely.

Don’t be so focused on electronic evidence that you fail to direct
your opponent to retain the old-fashioned paper variety. Finally,
remember that turnabout is fair play. Don’t expect to hold your your opponent to a
opponent to a standard of preservation your client won’t meet. standard of preservation
Your opponent may face a greater burden to preserve a larger your client won’t meet.
volume or variety of relevant information, but their duty to
preserve is no greater than yours.

Don’t expect to hold

THE NATURE OF THE CASE

As documentary discovery typically follows service of a complaint, parties know what a dispute is
about by the time the first request arrives. But a pre-suit preservation letter may be your
opponent’s first inkling they face litigation. Don’t assume those receiving your preservation letter
know what the dispute is about: spell it out for them. Supply sufficient information about the claim
to allow a reasonable person reading the preservation letter to understand what evidence may be
relevant. Names of key players, dates, business units, office locations, causes of action and events
will all be weighed in deciding what’s relevant and must be retained. The more you elucidate, the
less likely you are to hear, “If you wanted Madison’s text messages, why didn’t you mention
Madison in the preservation letter?”

WHEN TO SEND A PRESERVATION LETTER

The conventional wisdom is that preservation letters should go out as soon as you can identify
potential defendants. But there may be compelling reasons to delay sending a preservation letter.
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For example, when you face opponents who won’t hesitate to destroy evidence, a preservation
letter is just the starting gun and blueprint for a delete-o-thon. Instead, consider seeking a
temporary restraining order or appointment of a discovery master (but recognize that the
Comments to the proposed Rules amendments strongly discourage entry of ex parte preservation
orders). Deferring the letter may be wise when your investigation is ongoing, and the service of a
preservation letter will cause the other side to hire a lawyer or trigger work product privileges
running from the anticipation of litigation. There may even be circumstances where you want your
opponent’s routine, good faith destruction of information to continue, such as where information
unfavorable to your position will be lost in the usual course of business.

WHO GETS THE LETTER?

If counsel hasn’t appeared for your opponent, to whom should you direct your perfect preservation
letter? Here, the best advice is erring on the side of as many appropriate persons as possible.
Certainly, if an individual will be the target of the action, he or she should receive the preservation
letter. However, if you know of others who may hold potential evidence (such as a spouse,
accountant, employer, banker, customers and business associates), it's smart to serve a tailored
preservation demand on them, making clear that you are seeking preservation of physical and
electronic records in their possession pertaining to the matters made the basis of the contemplated
action. Some litigants use the preservation letter to put pressure customers lost to or solicited by
a competitor-defendant. Beware such tactics! The preservation letter isn’t a discovery mechanism
expressly countenanced by the rules of procedure, so its misuse as an instrument of intimidation
may not be privileged and could provoke a counterclaim based of libel or tortuous interference.

If the other side is a corporation, a directive to the wrong person may be ignored or be late in
reaching those capable of putting a litigation holds in place. Consequently, if no counsel has
appeared, it’s wise to direct preservation letters to several within the organization, including, inter
alia, the Chief Executive Officer, General Counsel, Director of Information Technologies and
perhaps even the Head of Corporate Security and registered agent for service of process. You may
want to copy other departments, facilities or business units.

Consider who is most likely to unwittingly destroy evidence and be certain that person receives a
preservation letter. Sending a preservation letter to a person likely to destroy evidence
intentionally is a different story. The letter may operate as the triggering event to spoliation, so
you may need to balance the desire to give notice against the potential for irretrievable destruction.

Of course, preservation letters, like any important notice, should be dispatched in a way enabling
you to prove receipt, even if that means via certified mail, return receipt requested.

HOW MANY PRESERVATION LETTERS?

Turning to the obligatory litigation-as-war metaphor, is a preservation letter best delivered as a
single giant salvo across the opponent’s bow, or might it instead be more effectively launched as
several targeted blows? It's common to dispatch a single, comprehensive request, but might it
instead be wiser to present your demands in a series of focused requests, broken out by, e.g., type
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of digital medium, issues, business units, or the roles of key players? Your preservation letter may
be destined to be an exhibit to a motion, so when the time comes to seek sanctions for a failure to
preserve evidence, wouldn’t it be more compelling to direct the court to a lean, specific
preservation notice than a bloated beast? Consider supplementing a “master” preservation notice
with specific notices directed at key players as the matter proceeds. It’s difficult to claim, “We
didn’t realize you wanted Elizabeth’s Facebook content” when Elizabeth got her very own, custom-
tailored preservation letter.

SPECIFYING FORM OF PRESERVATION

The Federal Rules of Civil Procedure permit a requesting party to specify the form or forms in which
the requesting party wants electronic evidence produced. Often, there’s no additional trouble or
expense for the producing party to generate one format over another and there may be occasions
where a non-native production format is preferred, such as when evidence must be redacted to
remove privileged content. But should the preservation letter specify the form in which the data
should be preserved? Generally, not. Your preservation letter should not demand preservation in
forms other than those used in the ordinary course of
business. However, when your specification operates to
ease the cost or burden to the producing party or otherwise not demand preservation in
help the producing party fulfill its preservation obligation, forms other than those used in
an alternate format might be suggested. the ordinary course of business.

Your preservation letter should

SPECIAL CASES: BACK UP TAPES, COMPUTER FORENSICS AND METADATA

The e-discovery wars rage in the mountains of e-mail and flatlands of Excel spreadsheets, but
nowhere is the battle so pitched as at the front lines and flanks called back up tapes, computer
forensics and metadata. These account for much of the bloodshed and so deserve special
consideration in a preservation letter.

BACK UP TAPES

In the “capture the flag” e-discovery conflicts waged years ago, waged, the primary objective was
often your opponent’s server backup tapes or, more particularly, forcing their retention and
restoration. Backup systems have but one legitimate purpose, being the retention of data required
to get a business information system “back up” on its feet in the event of disaster. To this end, a
business need retain disaster recovery data for a brief interval since there are few instances where
a business would wish to re-populate its information systems with stale data. Because only the
latest data has much utility in a well-designed backup system, the tapes containing the oldest
backed-up information are typically recycled. This practice is “tape rotation,” and the interval
between use and reuse of a tape or set of tapes is the “rotation cycle” or “rotation interval.”

Ideally, the contents of a backup system would be entirely cumulative of the active “online” data
on the servers, workstations, laptops and other devices that make up a network. But, because
businesses entrust the power to destroy data to every computer user--including those motivated
to make evidence disappear--backup tapes are often the only evidence containers beyond the
reach of those with the incentive to destroy or fabricate evidence. Going way back to Col. Oliver
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North’s deletion of e-mail subject to subpoena in the 1980’s Iran-Contra affair, it’s long been the
backup systems that ride to truth’s rescue with “smoking gun” evidence.

Another reason backup tape lay at the epicenter of early e-discovery disputes was that many
organizations used to retain back up tapes long after they lost their usefulness for disaster recovery.
When data has been deleted from the active systems, the stale backup tapes are a means by which
the missing pieces of the evidentiary puzzle can be restored.

In organizations with many servers, backup systems are complex, hydra-headed colossi. There may
be no simple one-to-one correspondence between a server and a user, and most tape backup
systems structure stored data differently from active data on the server, complicating restoration
and exploration. Volume, complexity and the greater time it takes to access tape compared to disk
all contribute to the potentially high cost of targeting backup tapes in discovery. Compelling a large
organization to interrupt its tape rotation, set aside back up tapes and purchase a fresh set can
carry a princely price tag, but if the tapes aren’t preserved, deleted data may be gone forever.
That’s been the Hobson’s choice* of e-discovery.

A preservation letter should target just the backup media likely to contain deleted data relevant to
the issues in the case—a feat easier said than done. Whether by Internet research, contact with
former employees or consultation with other lawyers who’ve plowed the same ground, seek to
learn all you can about the architecture of the active and backup systems. The insight gleaned from
such an effort may allow for a more narrowly tailored preservation request or justify a much
broader one.

The responding party need not preserve evidence that is merely cumulative, so once established
that data has not been deleted and all relevant information still exists on the servers, the backup
tapes should be released to rotation. Again, this is harder than it sounds because it requires three
elements often absent from the adversarial process: communication, cooperation and trust.
Hopefully, the adoption of compulsory meet-and-confer sessions in state courts will force litigants
to focus on e-discovery issues sufficiently early to stem unnecessary costs by narrowing the breadth
of preservation efforts to just those actions or items most likely to yield discoverable data.

DRIVE IMAGING
Data deleted from a personal computer isn’t gone. On electromagnetic (“spinning”) hard drives,
the operating system simply releases the space the
deleted data occupies for reuse and treats the space as
available for reuse. Deletion rarely erases data. In fact,
there are three and only three ways that information’s
destroyed on personal computer:

There are three and only three ways

that information’s destroyed on a

personal computer

48 Thomas Hobson was a British stable keeper in the mid-1600s whose policy was that you either took the horse
nearest the stable door or he wouldn't rent you a horse. “Hobson's choice” has come to mean an illusory alternative.
Back up tapes are problematic, but the unacceptable alternative is letting evidence disappear.
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1. Completely overwriting the deleted data on magnetic media (e.g., floppy disks, tapes or
conventional hard drives) with new information.

2. Strongly encrypting the data and then “losing” the encryption key; or,

3. Physically damaging the media to such an extent that it cannot be read.

Computer forensics is the science that, inter alia, resurrects deleted data. Because operating
systems turn a blind eye to deleted data (or at least that which has gone beyond the realm of the
Recycle Bin), a copy of a drive made by ordinary processes won’t retrieve the deleted data.
Computer forensic scientists use specialized tools and techniques to copy every sector on a drive,
including those holding deleted information. When the stream of data containing each bit on the
media (the so-called “bitstream”) is duplicated to a sequence of files, it’s called a “drive image” or
“forensic image.” Computer forensic tools analyze and extract data from images.

In routine computer operation, deleted data is overwritten by random re-use of the space it
occupies or by system maintenance activities; consequently, the ability to resurrect deleted data
with computer forensics erodes over time. When the potential for discovery from deleted files on
personal computers is an issue, a preservation letter may specify that the computers on which the
deleted data reside should be removed from service and shut down or imaged in a forensically
sound manner. Such a directive might read:

Act to Prevent Spoliation

You should take affirmative steps to prevent anyone with access to your data, systems,
accounts and archives from seeking to modify, destroy or hide potentially relevant ESI
wherever it resides (such as by deleting or overwriting files, using data shredding and
erasure applications, re-imaging, damaging or replacing media, encryption, compression,
steganography or the like).

System Sequestration or Forensically Sound Imaging [When Implicated]

As an appropriate and cost-effective means of preservation, you should remove from
service and securely sequester the systems, media, and devices housing potentially
relevant ESI of the following persons:

[NAME KEY PLAYERS MOST DIRECTLY INVOLVED IN CAUSE]

In the event you deem it impractical to sequester systems, media and devices, we believe
that the breadth of preservation required, coupled with the modest number of systems
implicated, dictates that forensically sound imaging of the systems, media and devices
of those named above is expedient and cost effective. As we anticipate the need for
forensic examination of one or more of the systems and the presence of relevant
evidence in forensically significant areas of the media, we demand that you employ
forensically sound ESI preservation methods. Failure to use such methods poses a
significant threat of spoliation and data loss.

“Forensically sound ESI preservation” means duplication of all data stored on the
238



evidence media while employing a proper chain of custody and using tools and methods
that make no changes to the evidence and support authentication of the duplicate as a
true and complete bit- for-bit image of the original. The products of forensically sound
duplication are called, inter alia, “bitstream images” of the evidence media. A forensically
sound preservation method guards against changes to metadata evidence and preserves
all parts of the electronic evidence, including deleted evidence within “unallocated
clusters” and “slack space.”

Be advised that a conventional copy or backup of a hard drive does not produce a
forensically sound image because it captures only active data files and fails to preserve
forensically significant data existing in, e.g., unallocated clusters and slack space.

Further Preservation by Imaging

With respect to the hard drive, thumb drives, phones, tablets and storage devices of each
of the persons named below and of each person acting in the capacity or holding the job
title named below, demand is made that you immediately obtain, authenticate and
preserve forensically sound images of the storage media in any computer system
(including portable and personal computers, phones and tablets) used by that person
during the period from 20 to , 20, as well as recording and
preserving the system time and date of each such computer.

[NAMES, JOB DESCRIPTIONS OR JOB TITLES]

Once obtained, each such forensically sound image should be labeled to identify the
date of acquisition, the person or entity acquiring the image and the system and medium
from which it was obtained. Each such image should be preserved without alteration and
authenticated by hash value.

METADATA

Metadata, the “data about data” created by computer operating systems and applications, may be
critical evidence in your case, and its preservation requires prompt and decisive action. Information
stored and transmitted electronically is tracked by the system where it resides and by the
applications that create and use it.

For example, a Microsoft Word document is comprised of information you can see (e.qg., the text of
the document and the data revealed when you look at the document’s “Properties” in the File
menu), as well as information you don’t always see like tracked changes, collaborative comments,
revision histories and other data the program only displays on request). This application metadata
is stored within the document file and moves with the file when it is copied or transmitted.
Likewise, the computer system on which the document resides keeps a record of when the file was
created, accessed and modified, as well as the size, name and location of the file. This system
metadata is not stored within the document. So, when a file is copied or transmitted—as when it’s
uploaded or copied to thumb drive for production—potentially relevant and discoverable system
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metadata is lost or changed. Absent proper steps to protect metadata, it’s constantly at peril of
loss or alteration.

Metadata is not a crucial evidence in all matters, but it’s always enormously important to culling
and managing electronic evidence, and to assessing integrity and authenticity. Metadata proves
when a document or record was created, altered, copied or deleted. If you reasonably anticipate
that metadata will be important—and that’s so often the case—you should specifically direct the
other side to preserve relevant metadata evidence and warn of the risks threatening its loss and
corruption. Because most lawyers have a spotty appreciation of the variety and utility of system
and application metadata, the perfect preservation letter defines metadata and informs your
opponent where to find it, the actions that damage it and, if possible, the mechanisms by which it
should be preserved. It pays to be specific. Although specificity is challenging when we know
nothing about an opponent’s ESI usage, for most of the information deployed in discovery (e.g., e-
mail, texts, documents, spreadsheets and presentations), we CAN anticipate the metadata of the
most common forms and applications. For example, if you know you will need, say, the Message
ID and In-Reply-To metadata fields to thread e-mail, demand that those fields be preserved.

For further information about metadata, see “Beyond Data about Data: the Litigators Guide to
Metadata,” infra and at http://www.craigball.com/metadata.pdf.

DOES IT REALLY MAKE A DIFFERENCE?
Are you prepared to let relevant evidence disappear without a fight? No!
Can the perfect preservation letter really make that much difference? Yes!

The preservation letter demands your best effort for a host of reasons. It's the basis of your
opponent’s first impression of you and your case. A well-drafted preservation letter speaks
volumes about your savvy, focus and preparation. A poorly drafted, scattergun missive suggests a
lazy formbook attorney who's given little thought to where the case is going or what evidence is
required. A letter that demonstrates close attention to detail and preemptively slams the door on
cost-shifting and “innocent” spoliation bespeaks a force to be reckoned with. The artful
preservation letter serves as a blueprint for meet and confer sessions and a touchstone for efforts
to remedy destruction of evidence.

Strategically, the preservation letter forces your opponent to weigh potential costs and business
disruption early, often before a lawsuit. If it triggers a litigation hold, everyone from the board
room to the mail room may learn of the claim and be obliged to take immediate action. It may
serve as the starting gun for a reckless rush to destroy evidence or trigger a move toward amicable
resolution. But done right, the one thing it won’t be is ignored.
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APPENDIX: EXEMPLAR PRESERVATION DEMAND TO OPPONENT

What follows isn’t the perfect preservation letter for your unique case, so don’t deploy it as a form.
Instead, use it as a drafting aid to flag issues unique to relevant electronic evidence, and tailor your

preservation demand proportionately, scaled to the unique issues, parties, and systems in your case.

(Download as a Word document here)

Demand for Preservation of Electronically Stored Information and Other Evidence

| write as counsel for [Plaintiff(s)] [Defendant(s)] to advise you of [ a claim for damages and
other relief against you] growing out of the following matters (hereinafter this “cause”):

[DESCRIPTION OF MATTER, INCLUDING ACTORS, EVENTS, DATES, LOCATIONS, CLAIMS/DEFENSES]

We demand that you preserve documents, tangible things, and electronically stored information
potentially relevant to the issues and defenses in this cause. As used in this document, “you” and
“your” refers to [NAME OF OPPONENT], and its predecessors, successors, parents, subsidiaries,
divisions and affiliates, officers, directors, agents, attorneys, accountants, employees, partners
Assigns and other persons occupying similar positions or performing similar functions.

You must anticipate that information responsive to discovery resides on your current and former
computer systems, phones and tablets, in online repositories and on other storage media and
sources (including voice- and video recording systems, Cloud services and social networking
accounts).

Electronically stored information (hereinafter “ESI”) should be afforded the broadest possible
meaning and includes (by way of example and not as an exclusive list) potentially relevant
information electronically, magnetically, optically, or otherwise stored as and on:

Digital communications (e.g., e-mail, voice mail, text messaging, WhatsApp, SIM cards)

E-Mail Servers (e.g., Microsoft 365, Gmail, and Microsoft Exchange databases)

Word processed documents (e.g., Microsoft Word, Apple Pages or Google Docs files/drafts)
Spreadsheets and tables (e.g., Microsoft Excel, Google Sheets, Apple Numbers)

Presentations (e.g., Microsoft PowerPoint, Apple Keynote, Prezi)

Social Networking Sites (e.g., Facebook, Twitter, Instagram, LinkedIn, Reddit, Slack, TikTok)
Online (“Cloud”) Repositories (e.g., Drive, OneDrive, Box, Dropbox, AWS, Azure)

Databases (e.g., Access, Oracle, SQL Server data, SAP)

Backup and Archival Files (e.g., Veritas, Zip, Acronis, Carbonite)

Contact and Customer Relationship Management Data (e.g., Salesforce, Outlook, MS Dynamics)
Online Banking, Credit Card, Retail and other Relevant Account Records

Accounting Application Data (e.g., QuickBooks, NetSuite, Sage)

Image and Facsimile Files (e.g., .PDF, .TIFF, .PNG, .JPG, .GIF., HEIC images)

Sound Recordings (e.g., .WAV and .MP3 files)

Video and Animation (e.g., Security camera footage, .AVI, .MQOV, .MP4 files)

Calendar, Journaling and Diary Application Data (e.g., Outlook PST, Google Calendar, blog posts)
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e Project Management Application Data

¢ Internet of Things (loT) Devices and Apps (e.g., Amazon Echo/Alexa, Google Home, Fitbit)
e Computer Aided Design/Drawing Files

e Online Access Data (e.g., Temporary Internet Files, Web cache, Google History, Cookies)

o Network Access and Server Activity Logs

ESI resides not only in areas of electronic, magnetic, and optical storage media reasonably
accessible to you, but also in areas you may deem not reasonably accessible. You are obliged to
preserve potentially relevant evidence from both sources of ESI, even if you do not anticipate
producing such ESI or intend to claim it is confidential or privileged from disclosure.

The demand that you preserve both accessible and inaccessible ESI is reasonable and necessary.
Pursuant to the rules of civil procedure, you must identify all sources of ESI you decline to
produce and demonstrate to the court why such sources are not reasonably accessible. For good
cause shown, the court may order production of the ESI, even if it is not reasonably accessible.
Accordingly, you must preserve ESI that you deem inaccessible so as not to preempt the court’s
authority.

Preservation Requires Immediate Intervention

You must act immediately to preserve potentially relevant ESI, including, without limitation,
information with the earlier of a Created or Last Modified date on or after [DATE] through the
date of this demand and continuing thereafter, concerning:

1. The events and causes of action described [above] [in the Complaint] [in the Answer]
2. ESI you may use to support claims or defenses in this case
3.

Adequate preservation of ESI requires more than simply refraining from efforts to delete,
destroy or dispose of such evidence. You must intervene to prevent loss due to routine
operations or active deletion by employing proper techniques and protocols to preserve
ESI. Many routine activities serve to irretrievably alter evidence and constitute unlawful spoliation
of evidence.

Preservation requires action.

Nothing in this demand for preservation of ESI should be read to limit or diminish your concurrent
common law and statutory obligations to preserve documents, tangible things and other potentially
relevant evidence.

Suspension of Routine Destruction

You are directed to immediately initiate a litigation hold for potentially relevant ESI, documents
and tangible things and to act diligently and in good faith to secure and audit compliance with
such litigation hold. You are further directed to immediately identify and modify or suspend
features of your information systems and devices that, in routine operation, operate to cause the
loss of potentially relevant ESI. Examples of such features and operations may include:
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e Purging the contents of e-mail and messaging repositories by age, quota, or other criteria
e Using data or media wiping, disposal, erasure or encryption utilities or devices

e Overwriting, erasing, destroying, or discarding backup media

e Re-assigning, re-imaging or disposing of systems, servers, devices or media

e Running “cleaner” or other programs effecting wholesale metadata alteration

e Releasing or purging online storage repositories or non-renewal of online accounts

e Using metadata stripper utilities

e Disabling server, packet, or local instant messaging logging

e Executing drive or file defragmentation, encryption, or compression programs

Guard Against Deletion

You should anticipate the potential that your officers, employees, or others may seek to hide,
destroy or alter ESI. You must act to prevent and guard against such actions. Especially where
company machines were used for Internet access or personal communications, you should
anticipate that users may seek to delete or destroy information they regard as personal,
confidential, incriminating or embarrassing, and in so doing, they may also delete or destroy
potentially relevant ESI. This concern is not unique to you. It’s simply conduct that occurs with
such regularity that any custodian of ESI and their counsel must anticipate and guard against its
occurrence.

Preservation of Backup Media

You are directed to preserve complete backup media sets (including differentials and incremental
backups) that may contain uniqgue communications and ESI of the following custodians for all dates
during the below-listed intervals:

[CUSTODIAN] [INTERVAL, e.g., 1/1/20 through 7/15/20]

Act to Prevent Spoliation

You should take affirmative steps to prevent anyone with access to your data, systems, accounts
and archives from seeking to modify, destroy or hide potentially relevant ESI wherever it resides
(such as by deleting or overwriting files, using data shredding and erasure applications, re-imaging,
damaging or replacing media, encryption, compression, steganography or the like).

System Sequestration or Forensically Sound Imaging [When Implicated]

As an appropriate and cost-effective means of preservation, you should remove from service
and securely sequester the systems, media, and devices housing potentially relevant ESI of the
following persons:

[NAME KEY PLAYERS MOST DIRECTLY INVOLVED IN CAUSE]

In the event you deem it impractical to sequester systems, media and devices, we believe that
the breadth of preservation required, coupled with the modest number of systems implicated,
dictates that forensically sound imaging of the systems, media and devices of those named
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above is expedient and cost effective. As we anticipate the need for forensic examination of
one or more of the systems and the presence of relevant evidence in forensically significant
areas of the media, we demand that you employ forensically sound ESI preservation methods.
Failure to use such methods poses a significant threat of spoliation and data loss.

“Forensically sound ESI preservation” means duplication of all data stored on the evidence
media while employing a proper chain of custody and using tools and methods that make no
changes to the evidence and support authentication of the duplicate as a true and complete bit-
for-bit image of the original. The products of forensically sound duplication are called, inter alia,
“bitstream images” of the evidence media. A forensically sound preservation method guards
against changes to metadata evidence and preserves all parts of the electronic evidence, including
deleted evidence within “unallocated clusters” and “slack space.”

Be advised that a conventional copy or backup of a hard drive does not produce a forensically
sound image because it captures only active data files and fails to preserve forensically
significant data existing in, e.g., unallocated clusters and slack space.

Further Preservation by Imaging

With respect to the hard drive, thumb drives, phones, tablets and storage devices of each of the
persons named below and of each person acting in the capacity or holding the job title named
below, demand is made that you immediately obtain, authenticate and preserve forensically sound
images of the storage media in any computer system (including portable and personal
computers, phones and tablets) used by that person during the period from 20 to
_,20__, as well as recording and preserving the system time and date of each such
computer.

[NAMES, JOB DESCRIPTIONS OR JOB TITLES]

Once obtained, each such forensically sound image should be labeled to identify the date of
acquisition, the person or entity acquiring the image and the system and medium from which it
was obtained. Each such image should be preserved without alteration and authenticated by hash
value.

Preservation in Native Forms

You should anticipate that ESI, including but not limited to e-mail, documents, spreadsheets,
presentations, and databases, will be sought in the form or forms in which itis ordinarily
maintained (i.e., native form). Accordingly, you should preserve ESI in such native forms, and you
should not employ methods to preserve ESI that remove or degrade the ability to search the ESI by
electronic means or that make it difficult or burdensome to access or use the information.

You should additionally refrain from actions that shift ESI from reasonably accessible media and

forms to less accessible media and forms if the effect of such actions is to make such ESI not
reasonably accessible.
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Metadata

You should anticipate the need to disclose and produce system and application metadata and
act to preserve it. System metadata is information describing the history and characteristics of
other ESI. This information is typically associated with tracking or managing an electronic file and
often includes data reflecting a file’s name, size, custodian, location and dates of creation and
last modification. Application metadata is information automatically included or embedded in
electronic files, but which may not be apparent to a user, including deleted content, draft language,
commentary, tracked changes, speaker notes, collaboration and distribution data and
dates of creation and printing. For electronic mail, metadata includes all header routing data
and Base 64 encoded attachment data, in addition to the To, From, Subject, Received Date, CC and
BCC header fields.

Metadata may be overwritten or corrupted by careless handling or improper preservation,
including by carelessly copying, forwarding, or opening files.

Servers

With respect to servers used to manage e-mail (e.g., Microsoft 365, Microsoft Exchange, Lotus
Domino) and network storage (often called a “network share”), the complete contents of each
relevant custodian’s network share and e-mail account should be preserved. There are several cost-
effective ways to preserve the contents of a server without disrupting operations. If you are
uncertain whether the preservation method you plan to employ is one that we will deem sufficient,
please contact the undersigned.

Home Systems, Laptops, Phones, Tablets, Online Accounts, Messaging Accounts and Other ESI
Sources

Though we expect that you will act swiftly to preserve data on office workstations and servers, you
should also determine if any home or portable systems or devices may contain potentially relevant
data. To the extent that you have sent or received potentially relevant e-mails or created or reviewed
potentially relevant documents away from the office, you must preserve the contents of systems,
devices and media used for these purposes (including not only potentially relevant data from
portable and home computers, but also from external storage drives, thumb drives, CD- R/DVD-R
disks and the user’s phone, tablet, voice mailbox or other forms of ESI storage.). Similarly, if you
used online or browser-based e-mail and messaging accounts or services (such as Gmail, Yahoo Mail,
Microsoft 365, Apple Messaging, WhatsApp or the like) to send or receive potentially relevant
messages and attachments, the contents of these account mailboxes and messages should be
preserved.

Ancillary Preservation

You must preserve documents and other tangible items that may be required to access, interpret
or search potentially relevant ESI, including manuals, schema, logs, control sheets, specifications,
indices, naming protocols, file lists, network diagrams, flow charts, instruction sheets, data entry
forms, abbreviation keys, user ID and password rosters and the like.

You must preserve passwords, keys and other authenticators required to access encrypted files or
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run applications, along with the installation disks, user manuals and license keys for applications
required to access the ESI.

If needed to access or interpret media on which ESI is stored, you must also preserve cabling,
drivers, and hardware. This includes tape drives, readers, DBMS other legacy or proprietary
devices and mechanisms.

Paper Preservation of ESI is Inadequate

As hard copies do not preserve electronic searchability or metadata, they are not an adequate
substitute for, or cumulative of, electronically stored versions. If information exists in both
electronic and paper forms, you should preserve both forms.

Agents, Attorneys and Third Parties

Your preservation obligation extends beyond ESI in your care, possession or custody and includes
ESI in the custody of others that is subject to your direction or control. Accordingly, you must notify
any current or former agent, attorney, employee, custodian and contractor in possession of
potentially relevant ESI to preserve such ESI to the full extent of your obligation to do so, and you
must take reasonable steps to secure their compliance.

Preservation Protocols

We are desirous of working with you to agree upon an acceptable protocol for forensically sound
preservation and can supply a suitable protocol if you will furnish an inventory and description of
the systems and media to be preserved. Alternatively, if you promptly disclose the preservation
protocol you intend to employ, we can identify any points of disagreement and resolve them. A
successful and compliant ESI preservation effort requires expertise. If you do not currently have
such expertise at your disposal, we urge you to engage the services of an expert in electronic
evidence and computer forensics so that our experts may work cooperatively to secure a balance
between evidence preservation and burden that’s fair to both sides and acceptable to the court.

Do Not Delay Preservation

I'm available to discuss reasonable preservation steps; however, you should not defer
preservation steps pending such discussions if ESI may be lost or corrupted because of delay. Should
your failure to preserve potentially relevant evidence result in the corruption, loss, or delay in
production of evidence to which we are entitled, such failure would constitute spoliation of
evidence, and we will not hesitate to seek sanctions.

Confirmation of Compliance

Please confirm by [DATE], that you have taken the steps outlined in this letter to preserve ESI and
tangible documents potentially relevant to this action. If you have not undertaken the steps
outlined above, or have taken other actions, please describe what you have done to preserve
potentially relevant evidence and what you will not do. Else we will rely upon you to complete the
preservation sought herein.
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%¢ # Exercise 11: Compiling a Checklist of Sources

GOALS: The goals of this exercise are for the student to:
1. Develop a checklist of potential data sources that are candidates for legal preservation;
2. Explore published ESI checklists; and
3. Identify sources missing from published checklists, improving organization and utility.

Next week, for Exercise 3, you will compile a data map of your own digital footprint. The key
takeaways from the data mapping exercise are a deeper appreciation of the variety of sources
documenting our digital lives and how many of these sources we overlook. Most students are
surprised by how little they know about the native forms and data volumes of their own
information, particularly that reposed in third-parties. As well, student data maps are idiosyncratic,
rife with different units, source names and descriptors. In an enterprise setting, data maps for e-
discovery must be consistent and complete for all custodians.

So, what might help you prepare to do a more complete, consistent job in identifying sources of
evidence? How about a checklist of sources?

There are loads of e-discovery checklists extant, geared to assist lawyers and litigation support
personnel in the identification and preservation of discoverable information. Some are
comprehensive; most are spotty. Older checklists tend to omit important new sources like Slack or
Instagram. For example, former President Trump’s lawyers “borrowed” the verbatim text of a
preservation letter contained in an article | published a dozen years ago without updating it to
include later-developed sources. The ironic upshot is that the Twitter President failed to include
tweets in his preservation demand. (See, https://craigball.net/2018/01/05/the-sincerest-form-of-

flattery/).

Assignment: You are to develop the best checklist of potential data sources that are candidates for
legal preservation—good enough that you’ll want to keep it to use in your own work. It does NOT
have to be entirely original, and | encourage you to start with the best existing checklist(s) you can
find and make improvements. Certainly, you should seek to add missing sources, but you may also
see a better way to organize and present the content. Remember that this checklist is one of sources
not methods and, crucially, it should serve to enhance the completeness of the personal data map
you will create. Thus, generic checklist items like “Online sources” or “Local storage” won’t be
sufficiently granular.

You may consult any written and online resources, including Google, PACER filings, journal
articles, blogs, Lexis or Westlaw and form books. You may also seek input and guidance from
practicing attorneys, judges, professors, IT personnel, consultants, vendors or others; anyone or
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anything SO LONG AS you do not present the work of anyone else as your own without attribution.
You are welcome to borrow liberally from print or online sources (including published forms); but
you must give full and proper attribution to such sources. If you present much of someone else’s
work as your work product without proper attribution, | will consider your submission plagiarized.

This is not a test of your retyping skill; so, if the task requires a lot of retyping from a form, consider
supplying the source form and separately (and clearly) specifying the changes and additions. That
said, please don’t include a bunch of redundant material. / wouldn’t expect this task to take much
more than two hours done sparingly or three done well. Clear, well-organized and thorough are
important; “pretty” not so much.

The checklist should be useful for consideration of individuals and their personal data resources as
well as for entities and their systems and databases. This exercise entails a mix of research and
independent thought to ensure that the checklist you compile suffices for both.

Remember: Borrow as much as you like but credit your sources faithfully. Also, technology changes
rapidly. If your source checklist is from ten years ago, what’s missing from such an old roster of
sources?
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Luddite Lawyer’s Guide to Computer Backup Systems

Backup is the Rodney Dangerfield of the e-discovery world. It
gets no respect. Or, maybe it's Milton, the sad sack with the red
stapler from the movie, Office Space. Backup is pretty much
ignored...until headquarters burns to the ground or it turns out
the old tapes in the basement hold the only copy of the all-

important TPS reports demanded in discovery.

Would you be surprised to learn that backup is the hottest,
fastest moving area of information technology? Consider the:

e Migration of data to the "cloud" (Minsk! Why's our data
in Minsk?);

e Explosive growth in hard drive capacities (Four
terabytes! On a desktop?);

e Ascendency of virtual machines (Isn't that the title of the
next Terminator movie?); and

e Increased reliance on replication (D2D2T? That's the
cute Star Wars droid, right?).

If you don’t understand how backup systems work, you can’t
reliably assess whether discoverable data exists or how
much it will cost in terms of sweat and coin to access, search
and recover that data.

The Good and Bad of Backups

Ideally, the contents of a backup system would be entirely
cumulative of the active “online” data on the servers,
workstations and laptops that make up a network. But
because businesses entrust the power to alter and destroy
data to every computer user--including those motivated to
make evidence disappear—and because companies
configure systems to purge electronically stored information
as part of records retention programs, backup tapes may
prove to be the only source of evidence beyond the reach of
those who've failed to preserve evidence and who have an
incentive to destroy or fabricate it. Going back as far as 1986

and Col. Oliver North’s deletion of e-mail subject to subpoena
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Vital Vocabulary

Look for these key terms:

disaster recovery
full backup
differential backup
incremental backup
tape restoration
tape rotation
legacy tapes
replication

drive imaging
bitstream

backup set

backup catalog
tape log

linear serpentine
virtual tape library
D2D2T

RAID

striping

parity

hash value
single-instance storage
non-native restoration
Cloud backup



in the Reagan-era Iran-Contra affair, it’s long been backup systems that ride to truth’s rescue with
“smoking gun” evidence.

Backup tapes can also be fodder for pointless fishing expeditions mounted without regard for the
cost and burden of turning to backup media, or targeted prematurely in discovery, before more
accessible data sources have been exhausted.

Grappling with Backup Tapes

Backup tapes are made for disaster recovery, i.e., picking up the pieces of a damaged or corrupted
data storage system. Some call backups “snapshots” of data, and like a photo, backup tapes capture
only what'’s in focus. To save time and space, backups typically ignore commercial software
programs that can be reinstalled in the event of disaster, so full backups typically focus on all user
created data. Incremental backups grab just what’s been created or changed since the last full or
incremental backup. Together, they put Humpty-Dumpty back together again in a process called
tape restoration.

Tape is cheap, durable and portable, the last important because backups need to be stored away
from the systems at risk. Tape is also slow and cumbersome, downsides discounted because it’s so
rarely needed for restoration.

Because backup systems have but one legitimate purpose--being the retention of data required to
get a business information system “back up” on its feet after disaster--a business only needs
recovery data covering a brief interval. No business wants to replicate its systems as they existed six
months or even six weeks before a crash. Thus, in theory, older tapes are supposed to be recycled
by overwriting them in a practice called tape rotation.

But, as theory and practice are rarely on speaking terms, companies may keep backup tapes long
past (sometimes years past) their usefulness for disaster recovery and often beyond the IT
department’s ability to access tapes created with obsolete software or hardware. These legacy
tapes are business records—sometimes the last surviving copy—but are afforded little in the way
of records management. Even businesses that overwrite tapes every two weeks replace their tape
sets from time to time as faster, bigger options hit the market. The old tapes are frequently set
aside and forgotten in offsite storage or a box in the corner of the computer room.

Like the DelLorean in “Back to the Future,” legacy tapes allow you to travel back in time. It doesn’t
take 1.2 million gigawatts of electricity, just lots of cabbage.

Duplication, Replication and Backup
We save data from loss or corruption via one of three broad measures: duplication, replication and
backup.
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Duplication is the most familiar--protecting the contents of a file by making a copy of the file to
another location. If the copy is made to another location on the same medium (e.g., another folder
on the hard drive), the risk of corruption or overwriting is reduced. If the copy is made to another
medium (another hard drive), the risk of loss due to media failure is reduced. If the copy is made
to a distant physical location, the risk of loss due to physical catastrophe is reduced.

You may be saying, “Wait a second. Isn’t backup just a form of duplication?” To some extent, it is;
and certainly, duplication is the most common “backup” method used on a personal computer. But,
true enterprise backup injects other distinctive elements, the foremost being that enterprise
backups are not user-initiated but occur systematically, untied to the whims and preferences of
individual users.

Replication is duplication without discretion. That is, the contents of one storage medium are
periodically or continuously mirrored to another storage medium. Replication may be as simple as
RAID 1 mirroring of two local hard drives (where one holds exactly the same data as the other) or
as elaborate as keeping a distant data operations center on standby, ready to go into service in the
event of a catastrophe.

Unlike duplication and replication, backup involves (reversible) alteration of the data and logging
and cataloging of content. Typically, backup entails the use of software or hardware that
compresses and encrypts data. Further, backup systems are designed to supportiteration, e.g., they
manage the scheduling and scope of backup, track the content and timing of backup “sets” and
record the allocation of backup volumes across multiple devices or media.

Major Elements of Backup Systems
Understanding backups requires an appreciation of the three major elements of a backup system:
the source data, the target data (“backup set”) and the catalog.

1. Source Data (Logical or Physical) Though users tend to think of the source data as a collection of
files, backup may instead be drawn from the broader, logical divisions of a storage medium, called
“partitions,” “volumes” and “folders.” Drive imaging, a specialized form of backup employed by IT
specialists and computer forensic examiners, may draw from below the logical hierarchy of a drive,
collecting a “bitstream” of the drive’s contents reflecting the contents of the medium at the physical
level. The bitstream of the medium may be stored in a single large file, but more often it’s broken
into manageable, like-sized “chunks” of data to facilitate more flexible storage.

2. Backup Set (Physical or Logical, Full or Changed-File) A backup set may refer to a physical
collection of media housing backed up data, i.e., the collective group of magnetic tape cartridges
required to hold the data, or the “set” may reference the logical grouping of files (and associated
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catalog) which collectively comprise the backed up data.
cartridges” to

Compare, “those three LTO tape
“the backup of the company’s Microsoft Exchange Mail Server.”

Backup sets further divide between what can be termed “full backups” and “changed-file backups.”
As you might expect, full backups tend to copy everything present on the source (or at least
“everything” that has been defined as a component of the full backup set) where changed-file
backups duplicate items that have been added or altered since the last full backup.

The changed-file components further subdivide into incremental backups, differential backups and
delta block-level backups. The first two identify changed files based on either the status of a file’s
archive bit or a file’s created and modified date values. The essential difference is that every
differential backup duplicates files added or changed since the last full backup, where incremental
backups duplicate files added or changed since the last incremental backup. The delta block-level
method examines the contents of a file and stores only the differences between the version of the
file contained in the full backup and the modified version. This approach is trickier, but it permits
the creation of more compact backup sets and accelerates backup and restoration.
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3. Backup Catalog vs. Tape Log Unlike duplication and replication, where generally no record is kept
of the files moved or their characteristics, the creation and maintenance of a catalog is a key
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element of enterprise backup. The backup catalog tracks, inter alia, the source and metadata of
each file or component of the backup set as well as the location of the element within the set. The
catalog delineates the quantity of target media and identifies and sequences each tape or disk
required for restoration. Without a catalog setting out the logical organization of the data as stored,
it would be impossible to distinguish between files from different sources having the same names
or to extract selected files without restoration of all of the backed up data.

Equally important is the catalog’s role in facilitating single instance backup of identical files. Multiple
computers—especially those within the same company—store many files with identical names,
content and metadata. It’s a waste of time and resources to backup multiple iterations of identical
data, so the backup catalog makes it possible to store just a single instance of such files and employ

Obviously, lose the catalog, and it’s tough to put Humpty
Dumpty back together again.

It's important to distinguish the catalog--a detailed digital
record that, if printed, would run to hundreds of pages or
more--from the tape log, which is typically a simple listing of
backup events and dates, machines and tape identifier. See,
e.g., the sample page of a tape log attached as Appendix A.

=

Backup Media: Tape and Disk-to-Disk

Tape Backup

Though backup tape seems almost antique, tape technology has adapted well to modern computing
environments. The IBM 3420 reel-to-reel backup tapes that were a computer room staple in the
1970s and ‘80s employed 240 feet of half-inch tape on 10.5-inch reels. These tapes were divided
into 9 tracks of data and held a then-impressive 100 megabytes of information traveling at 1.2
megabytes per second.

Today’s LTO-8 tapes are housed in a 4-inch square LTO cartridge
less than an inch thick and feature 3,150 feet of half-inch tape
divided into 6,656 tracks holding 12 terabytes of information FUJIFILM
transferring at 300 megabytes per second. [

1

That’s 740 times as many tracks, 250 times faster data transfer
and 100,000 times greater data storage capability in a far
smaller package.
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tape transport mechanisms, which Track2
eliminated the need to eject and turn [i

over an audiocassette to play the other [+
side. Many modern backup tapes use a |
scaled-up version of that back-and-forth | Head o

or linear serpentine recording scheme. Track 1
“Linear” because it stores data in parallel
tracks running the length of the tape, and “serpentine” because its path snakes back-and-forth like
a mountain road. Thirty-two of the LTO-8 cartridge’s 6,656 tracks are read or written as the tape
moves past the heads, so it takes 208 back-and-forth passes or “wraps” to read or write the full
contents of a single LTO-8 cartridge.

Older readers may recall “auto-reverse” ’—hm Track 0
Head

That’s about 124 miles of tape passing the heads!

An alternate recording scheme employed
by SAIT-2 tape systems employs a helical
recording system that writes data in
parallel tracks running diagonally across the
tape, much like a household VCR. Despite a
slower transfer rate, helical recording also
achieves 800GB of storage capacity on 755
feet of 8mm tape housed in a compact
cartridge like that used in handheld video cameras. Development of SAIT tape technology was
abandoned in 2006 and Sony stopped selling SAIT in 2010; so, they aren’t seen much beyond tape
archives.

Why is Tape So Slow?

Clearly, tape is a pretty remarkable technology that’s seen great leaps in speed and capacity. The
latest tapes on the market can reportedly outstrip the ability of a hard drive to handle their
throughput.

Still, even the best legal minds have yet to find loopholes in those pesky laws of physics.

All that serpentine shuttling back and forth over 124 miles of tape is a mechanical process. It occurs
at a glacial pace relative to the speed with which computer circuits move data.

Further, backup restoration is often an incremental process. Reconstructing reliable data sets may
require data from multiple tapes to be combined. Add to the mix the fact that as hard drive
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capacities have exploded, tape must store more and more information to keep pace. Gains in
performance are offset by growth in volume.

How Long to Restore?

Several years ago, the big Atlanta tape house, eMag Solutions,
LLC, weighed in on the difference between the time it should
take to restore a backup tape considering just its capacity and
data transfer rate versus the time it really takes considering
the following factors that impact restoration:

e Tape format;

e Device interface, i.e., SCSI or fiber channel;

e Compression;

e Device firmware;

e The number of devices sharing the bus;

e The operating system driver for the tape unit;

e Data block size (large blocks fast, small blocks slow);

e File size (with millions of small files, each must be cataloged);
e Processor power and adapter card bus speed;

e Tape condition (retries eat up time);

e Data structure (e.g., big database vs. brick level mailbox accounts);
e Backup methodology (striped data? multi server?).

The following table reflects eMag's reported experience:

Drive Type Native Drive Native | Theoretical Typical Real
cartridge Data Transfer | Minimum Data | World Data
capacity Speed67F*° Transfer Time Transfer Time

DLT7000 35GB 3MB/sec 3.25 Hrs 6.5 Hrs

DLT8000 40GB 3MB/sec 3.7 Hrs 7.4 Hrs

LTO1 100GB 15MB/sec 1.85 Hrs 4.0 Hrs

LTO2 200GB 35MB/sec 1.6 Hrs 6.0 Hrs

SDLT 220 110GB 11MB/sec 2.8 Hrs 6.0 Hrs

SDLT 320 160GB 16MB/sec 2.8 Hrs 6.0 Hrs

4" How Long Does it Take to Restore a Tape," eMag blog, 7/17/2009 at http://tinyurl.com/tapetime, Some of these
transfer rate values are at variance with manufacturer's stated values, but they are reported here as published by
eMag.
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The upshot is that it takes about twice as long to restore a tape under real world conditions than
the media's stated capacity and transfer rate alone would suggest. Just to generate a catalog for a
tape, the tape must be read in its entirety. Consequently, it's not feasible to deliver 3,000 tapes to
a vendor on Friday and expect a catalog to be generated by Monday. The price to do the work has
dropped dramatically, but the time to do the work has not.

Extrapolating from this research, we can conceive a formula to estimate the real world time to
restore a set of backup tapes of consistent drive type and capacity, and considering that, employing
multiple tape drives, tapes may be restored simultaneously:

Real World Native Cartridge Capacity (in GB)
Transfer Time =
(in Hours) 1.8 x Drive Native Transfer Speed

Applying this to a LTO-7 tape:

Native Cartridge Capacity (in GB) 6TB 6,000
= = = 11.1 hours
1.8 x Transfer Speed (in MB/s) 1.8x300 540

Of course, this is merely a rule-of-thumb for a single tape. As you seek to apply it to a large-scale
data restoration, be sure to factor in other real world factors impacting speed, such as the ability to
simultaneously use multiple drives for restoration, the need to swap tapes and replace target drives,
to clean and align drive mechanisms, the working shifts of personnel, weekend and holidays, time
needed for recordkeeping, for resolving issues with balky tapes and for steps taken in support of
quality assurance.

Common Tape Formats

The LTO tape format is the clear winner of the tape format wars, having eclipsed all contenders save
the disk and cloud storage options that now threaten to end tape’s enduring status as the leading
backup medium. As noted, the LTO-8 format natively holds 12.0 terabytes of data at a transfer rate
of 360 megabytes per second. These values are expected to continue to double roughly every two
years through 2020, with 24TB/60TB LTO9 expected out before the end of the year. Tape use is
down, but not out—not for some time.

Too, the dusty catacombs beneath Iron Mountain still brim with all manner of legacy tape formats

that will be drawn into e-discovery fights for years to come. Here are some of the more common
formats seen in the last 30 years and their characteristics:
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Transfer

Capacity | Rate
Name Format A/K/A Length | Width | (GB) (MB/sec)
DLT 2000 DLT3 DLT 1200ft | 1/2” |10 1.25
DLT 2000 XT DLT3XT DLT 1828 ft | 1/2” |15 1.25
DLT 4000 DLT 4 DLT 1828 ft | 1/2” |20 1.5
DLT 7000 DLT 4 DLT 1828 ft | 1/2” |35 5
DLT VS-80 DLT 4 TK-88 1828 ft | 1/2” |40 3
DLT 8000 DLT 4 DLT 1828 ft | 1/2” |40 6
DLT-1 DLT 4 TK-88 1828 ft | 1/2” |40 3
DLT VS-160 DLT 4 TK-88 1828 ft | 1/2” | 80 8
SDLT-220 SDLT 1 1828 ft | 1/2” | 110 10
DLT V4 DLT 4 TK-88 1828 ft | 1/2” | 160 10
SDLT-320 SDLT 1 1828 ft | 1/2” | 160 16
SDLT 600 SDLT 2 2066 ft | 1/2” | 300 36
DLT-S4 DLT-S4 DLT Sage 2100 ft | 1/2” | 800 60
DDS-1 DDS-1 DAT 60M dmm | 1.3 .18
DDS-1 DDS-1 DAT 90M 4dmm | 2.0 .18
DDS-2 DDS-2 DAT 120M dmm |4 .60
DDS-3 DDS-3 DAT 125M 4mm | 12 1.1
DDS-4 DDS-4 DAT 150M 4dmm | 20 3
DDS-5 DAT72 DAT 170M dmm | 36 3
DDS-6 DAT160 DAT 150M 4mm | 80 6.9
M1 AME Mammoth 22M 8mm | 2.5 3
M1 AME Mammoth 125M 8mm | 14 3
M1 AME Mammoth 170M 8mm | 20 3
M2 AME Mammoth 2 75M 8mm | 20 12
M2 AME Mammoth 2 150M 8mm | 40 12
M2 AME Mammoth 2 225M 8mm | 60 12
Redwood SD3 Redwood 1200 ft | 1/2” |10/25/50 | 11
TR-1 Travan 750 ft 8mm | .40 .25
TR-3 Travan 750 ft 8mm | 1.6 .50
TR-4 Travan 740 ft 8mm |4 1.2
TR-5 Travan 740 ft 8mm |10 2.0
TR-7 Travan 750 ft 8mm | 20 4.0
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Transfer

Capacity | Rate
Name Format A/K/A Length | Width | (GB) (MB/sec)
AIT1 AIT 170M 8mm | 25 3
AIT1 AIT 230M 8mm | 35 4
AIT 2 AIT 170M 8mm | 36 6
AIT 2 AIT 230M 8mm | 50 6
AIT 3 AIT 230M 8mm | 100 12
AIT 4 AIT 246M 8mm | 200 24
AIT5 AIT 246M 8mm | 400 24
Super AIT 1 AIT SAIT-1 600M 8mm | 500 30
Super AIT 2 AIT SAIT-2 640M 8mm | 800 45
35708B 3570b IBM Magstar MP 8mm |5 2.2
3570C 3570c IBM Magstar MP 8mm |5 7
3570C 3570c XL | IBM Magstar MP 8mm |7 7
IBM3592 3592 3592 609m 1/2” | 300 40
T9840A Eagle 886ft |1/2” |20 10
T9840B Eagle 886ft |1/2” |20 20
T9840C Eagle 886ft |1/2” |40 30
T9940A 2300ft | 1/2” |60 10
T9940B 2300 ft | 1/2” | 200 30
T10000 T10000 STK Titanium 1/2” | 500 120
T10000B T10000B 1/2” 1000 120
T10000C T10000C 1/2” | 5000 240
T10000D T10000D 1/2” | 8500 252
Ultrium Ultrium LTO 1 609M 1/2” 100 15
Ultrium Ultrium LTO 2 609M 1/2” 200 40
Ultrium Ultrium LTO 3 680M 1/2” | 400 80
Ultrium Ultrium LTO 4 820M 1/2” 800 120
Ultrium Ultrium LTO 5 846M 1/2” 1,500 140
Ultrium Ultrium LTO 6 846M 1/2” 2,500 160
Ultrium Ultrium LTO 7 960M 1/2” 6,000 300
Ultrium Ultrium LTO 8 960M 1/2” 12,000 360
Ultrium Ultrium LTO9 (Q4 2020) ? 1/2” 24,000 708

258




Disk-to-Disk Backup

Tapes are stable, cheap and portable—a natural media for moving data in volumes too great to
transmit by wire without consuming excessive bandwidth and disrupting network traffic. But strides
in deduplication and compression technologies, joined by drops in hard drive costs and leaps in hard
drive capacities, have eroded the advantages of tape-based transfer and storage.

When data sets are deduplicated to unique content and further trimmed by compression, much
more data resides in much less drive space. With cheaper, bigger drives flooding the market, hard
drive storage capacity has grown to the point that disk backup intervals are on par with the routine
rotation intervals of tape systems (e.g., 8-16 weeks), Consequently, disk-to-disk backup options once
considered too expensive or disruptive are feasible.

Hard disk arrays can now hold months of disaster recovery data at a cost that competes favorably
with tape. Thus, tape is ceasing to be a disaster recovery medium and is instead being used solely
for long-term data storage; that is, as a place to migrate disk backups for purposes other than
disaster recovery, i.e., archival.

Of course, the demise of tape backup has been confidently predicted for years, even while the
demand for tape continued to grow. But for the first time, the demand curve for tape has begun to
head south.

D2D (for Disk-to-Disk) backup made its appearance wearing the sheep's
clothing of tape. In order to offer a simple segue from the 50-year dominance
of tape, the first disk arrays were designed to emulate tape drives so that
existing software and programmed backup routines needn't change. These are
virtual tape libraries or VTLs.

As D2D supplants tape for backup, the need remains for a stable, cheap and
portable medium for long-term retention of archival data--the stuff too old to
be of value for disaster recovery but comprising the digital annals of the
enterprise. This need continues to be met by tape, a practice that has given
rise to a new acronym: D2D2T, for Disk-to-Disk-to-Tape. By design, tape now
holds the company's archives, which ensures the continued relevance of tape
backup systems to e-discovery.

Essential Technologies: Compression and Deduplication

Along with big, cheap hard drives and RAID redundancy, compression and deduplication have made
cost-effective disk-to-disk backup possible. But compression and deduplication are important for
tape, too, and bear further mention.
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Compression

The design of backup systems is driven by considerations of speed and cost. Perhaps surprisingly,
the speed and expense with which an essential system can be brought back online after failure is
less critical than the speed and cost of each backup. The reason for this is that (hopefully) failure is
a rare occurrence whereas backup is (or should be) frequent and routine. Certainly, no one would
seriously contend that restoring a failed system from a morass of magnetic tape is the fastest,
cheapest way to rebuild a failed system. No, the advantage of tape is its relatively low cost per
gigabyte to store data, not to restore it.

Electrons move much faster than machines. The slowest parts of any backup systems are the
mechanical components: the spinning reels, moving heads and the human beings loading and
unloading tape transports. One way to maximize the cost advantage and efficiency of tape is to
increase the density of data that can be stored per inch of tape. The more you can store per inch,
the fewer tapes to be purchased and loaded and the fewer miles of tape to pass by the read-write
heads.

Because electrons move speed-of-light faster than mechanical parts of backup systems, a lot of
computing power can be devoted to restructuring data in ways that it fits more efficiently on tape
or disk. For example, if a horizontal line on a page were composed of one hundred dashes, it takes
up less space to describe the line as “100 dashes” or 100- than to actually type out 100 dashes. Of
course, it would take some time to count the dashes, determine there were precisely 100 of them
and ensure the shorthand reference “100 dashes” doesn’t conflict with some other part of the text;
but, these tasks can be accomplished by digital processors in infinitely less time than that required
to spin a reel of tape to store the difference between the data and its shorthand reference.

This is the logic behind data compression; that is, the use of computing power to re-express
information in more compact ways to achieve higher transfer rates and consume less storage space.
Compression is an essential, ubiquitous technology. Without it, there would be no YouTube, Netflix,
streaming music and video, DVRs, HD digital cameras, Internet radio and much else that we prize in
the digital age.

And without compression, you’d need a whole lot more time, tape and money to back up a
computer system.

While compression schemes for files tend to comprise a fairly small number of published protocols
(e.g., Zip, LZH), compression algorithms for backup have tended to be proprietary to the backup
software or hardware implementing them and to change from version-to-version. Because of this,
undertaking the restoration of legacy backup tapes entails more than simply finding a compatible
tape drive and determining the order and contents of the tapes. You may also need particular
software to decompress the data.

260



Deduplication

Companies that archive backup tapes may retain years of tapes, numbering in the hundreds or
thousands. Because each full backup is a snapshot of a computer system at the time it’s created,
there is a substantial overlap between backups. An e-mail in a user’s Sent Items mailbox may be
there for months or years, so every backup replicates that e-mail, and restoration of every backup
adds an identical copy to the material to be reviewed. Restoration of a year of monthly backups
would generate 12 copies of the same message, thereby wasting reviewers’ time, increasing cost
and posing a risk of inconsistent treatment of identical evidence (as occurs when one reviewer flags
a message as privileged, but another decides it’s not). The level of duplication between ne backup
to the next is often as high as 90%.

Consider, too, how many messages and attachments are dispatched to all employees or members
of a product team. Across an enterprise, there’s a staggering level of repetition.

Accordingly, an essential element of backup tape restoration is deduplication; that is, using
computers to identify and cull identical electronically stored information before review.
Deduplicating within a single custodian’s mailboxes and documents is called vertical deduplication,
and it’s a straightforward process. However, corporate backup tapes aren’t geared to single users.
Instead, business backup tapes hold messages and documents for multiple custodians storing
identical messages and documents. Restoration of backup tapes generates duplicates within
individual accounts (vertically) and across multiple users (horizontally). Deduplication of messages
and documents across multiple custodians is called (not surprisingly) horizontal deduplication.

Horizontal deduplication significantly reduces the volume of information to be reviewed and
minimizes the potential for inconsistent characterization of identical items; however, it can make it
impossible to get an accurate picture of an individual custodian’s data collection because many
constituent items may be absent, eliminated after being identified as identical to another user’s
items.

Consequently, deduplication plays two crucial roles when backup sets are used as a data source in
e-discovery. First, deduplication must be deployed to eliminate the substantial repetition from one
backup iteration to the next; that is, to eliminate that 90% overlap mentioned above. Second,
deduplication is useful in reducing the cost and burden of review by eliminating vertical and
horizontal repetition within and across custodians.

Modern backup systems are designed to deduplicate ESI before it's stored; that is, to eliminate all
but a single instance of recurring content, hence the name, single-instance storage. Using a
method called in-line deduplication, a unique digital fingerprint or hash value is calculated for each
file or data block as it's stored and that hash value is added to a list of stored files. Before being
stored, each subsequent file or data block has its hash value checked against the list of stored files.
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If an identical file has already been stored, the duplicate is not added to the backup media but,
instead, a pointer or stub to the duplicate is created. An alternate approach, called post-process
deduplication, works in a similarly, except that all files are first stored on the backup medium, then
analyzed and selectively culled to eliminate duplicates.

Data Restoration

Clearly, data in a backup set is a bit like the furniture at lkea: It's been
taken apart and packed tight for transport and storage. But, when that
data is needed for e-discovery--it must be reconstituted and reassembled.
It starts to take up a lot of space again. That restored data has to go
somewhere, usually to a native computing environment just like the one
from which it came.

But the system where it came from may be at capacity with new data or not in service anymore.
Historically, small and mid-size companies lacked the idle computing capacity to effect restoration
without a significant investment in equipment and storage. Larger enterprises devote more stand-
by resources to recovery for disaster recovery and may have had alternate environments ready to
receive restored data, but those resources had to be at the ready in the event of emergency. It was
often unacceptably risky to dedicate them, even briefly, to electronic discovery.

The burden and cost of recreating a restoration platform for backup data was a major reason why
backup media came to be emblematic of ESI deemed "not reasonably accessible." But while the
inaccessibility presumption endures, newer technology has largely eliminated the need to recreate
a native computing environment in order to restore backup tapes. Today, when a lawyer or judge
opines that "backups are not reasonably accessible, per se," you can be sure they haven't looked at
the options in several years.

Non-Native Restoration

A key enabler of low-cost access to tapes and other backup media has been the development of
software tools and computing environments that support non-native restoration. Non-native
restoration dispenses with the need to locate copies of particular backup software or to recreate
the native computing environment from which the backup was obtained. It eliminates the time,
cost and aggravation associated with trying to reconstruct a sometimes decades-old system. All
major vendors of tape restoration services offer non-native restoration options, and it's even
possible to purchase software facilitating in-house restoration of tape backups to non-native
environments.

Perhaps the most important progress has been made in the ability of vendors both to generate
comprehensive indices of tape contents and extract specific files or file types from backup sets.
Consequently, it's often feasible for a vendor to, e.g., acquire just certain types of documents for
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particular custodians without the need to restore all data in a backup. In some situations, backups
are simply not that much harder or costlier to deal with in e-discovery than active data, and they're
occasionally the smarter first resort in e-discovery.

Going to the Tape First?

Perhaps due to the Zubulake68F*° opinion or the commentary to the 2006 amendments to the
Federal Rules of Civil Procedure,69F°! e-discovery dogma is that backup tapes are the costly,
burdensome recourse of last resort for ESI.

Pity. Sometimes backup tapes are the easiest, most cost-effective source of ESI.

For example, if the issue in the case turns on e-mail communications between Don and Elizabeth
during the last week of June of 2007, but Don's no longer employed and Elizabeth doesn't keep all
her messages, what are you going to do? If these were messages that should have been preserved,
you could pursue a forensic examination of Elizabeth's computer (cost: $5,000-$10,000) or collect
and search the server accounts and local mail stores of 50 other employees who might have been
copied on the missing messages (cost: $25,000-$50,000).

Or, you could go to the backup set for the company's e-mail server from July 1 and recover just Don's
or Elizabeth's mail stores (cost: $1,000-52,500).

The conventional wisdom would be to fight any effort to go to the tapes, but the numbers show
that, on the right facts, it's both faster and cheaper to do so.

Sampling

Sampling backup tapes entails selecting parts of the tape collection deemed most likely to yield
responsive information and restoring and searching only those selections before deciding whether
to restore more tapes. Sampling backup tapes is like drilling for oil: You identify the best prospects
and drill exploratory wells. If you hit dry holes, you pack up and move on. But if a well starts
producing, you keep on developing the field.

The size and distribution of the sample hinges on many variables, among them the breadth and
organization of the tape collection, relevant dates, fact issues, business units and custodians,
resources of the parties and the amount in controversy. Ideally, the parties can agree on a sample
size or they can be encouraged to arrive at an agreement through a mediated process.

Because a single backup may span multiple tapes, and because recreation of a full backup may
require the contents of one or more incremental or differential backup tapes, sampling of backup

50 Zubulake v. UBS Warburg, 217 F.R.D. 309 (S.D.N.Y. 2003
51 Fed R. Civ. P. 26(b)(2)(B).
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tapes should be thought of as the selection of data snapshots at intervals rather than the selection
of tapes. Sensible sampling necessitates access to and an understanding of the tape catalog.
Understanding the catalog likely requires explanation of both the business system hardware (e.g.,
What is the SQL Server’s purpose?) and the logical arrangement of data on the source machines
(e.g., What’s stored in the Exchange Data folder?). Parties should take pains to ensure that each
sample is complete for a selected date or interval; that is, the number of tapes shouldn’t be arbitrary
but should fairly account for the totality of information captured in a single relevant backup event.

Backup and the Cloud

Nowhere is the observation that “the Cloud changes everything” more apt than when applied to
backups. Microsoft, Amazon, Rackspace, Google and a host of other companies are making it
practical and cost-effective to eschew local backups in favor of backing up data securely over the
internet to leased repositories in the Cloud. The cost per gigabyte is literally pennies now and, if
history is a guide, will continue to decrease to staggeringly low rates as usage explodes.

The incidence of adoption of cloud computing and storage among corporate IT departments is
enormous and, assuming no high-profile gaffes, will accelerate with the availability of high
bandwidth network connections and as security concerns wane.

But the signal impact of the Cloud won’t be as a medium for backup of corporate data but to obviate
any need for user backup. As data and corporate infrastructure migrate to the cloud, backup will
cease to be a customer responsibility and will occur entirely behind-the-scenes as a perennial
responsibility of the cloud provider. The cloud provider will likely fulfill that obligation via a mix of
conventional backup media (e.g., tape) and redundancy across far-flung regional datacenters. But
no matter. How the cloud provider handles its backup responsibility will be no concern of the
customer so long as the system maintains uptime availability.

Welcome to the Future

Back in 2009, Harvard Law professor Lawrence Lessig SRWV/ERETIE 10186 o] gl 012 [6] @ (oI ( <
observed, "We are not going back to the twentieth EEVERTII=T IR e=Ta (0 1AVARS [ 6 [STor o (SRR
century. In a decade, most Americans will not even majority of Americans will not even
remember what that century was like.">? That BNtz 1sls1= Ala a1 century was like.
decade has passed, yet much of what lawyers know
about enterprise disaster recovery systems harkens Lawrence Lessig, 2009
back to a century twenty-two years gone. If we seek
the information of the twentieth century, it’s likely to come from backup tapes.

52 Lawrence Lessig, Against Transparency, The New Republic, October 9, 2009.
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Backup tapes won’t play a significant role in e-discovery in the twenty-first century, if only because
the offline backup we knew--dedicated to disaster recovery and accreted grandfather-father-son®3
rotation schemes--is fast giving way to data repositories nearly as accessible as our own laptops.
The distinction between inaccessible backups and accessible active data stores will soon be just a
historical curiosity, like selfie sticks or Jared Kushner. Instead, we will turn our attention to a panoply
of electronic archives encompassing tape, disk and "cloud" components. The information we once
pulled from storage and extracted tape-by-tape will simply be available all the time until someone
acts to make it go away. Our challenge won't be in restoring information, but in making sense of it.

53 Grandfather-father-son describes the most common rotation scheme for backup media. The last daily "son" backup
graduates to "father" status at the end of each week. Weekly "father" backups graduate to "grandfather" status at
the end of each month. Grandfather backups are often stored offsite long past their utility for disaster recovery.
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TEN PRACTICE TIPS FOR BACKUPS IN CIVIL DISCOVERY

10.

Backup # Inaccessible. Don’t expect to exclude the content of backups from the scope of discovery
if you haven’t laid the foundation to do so. Fed. R. Civ. P. 26(b)(2)(B) requires parties identify
sources deemed not reasonably accessible because of undue burden or cost. Be prepared to prove
the cost and burden through reliable metrics and testimony.

Determine if your client:

* Routinely restores backup tapes to, e.g., insure the system is functioning properly or as a
service to those who have mistakenly deleted files;

* Restored the backup tapes other matters or uses them as an archive;

* Has the system capacity and in house expertise to restore the data;

* Has the capability to search the tapes for responsive data?

Don’t blindly pull tapes for preservation. Backup tapes don’t exist in a vacuum but as part of an
information system. An effectively managed system incorporates labeling, logging and tracking of
tapes, permitting reliable judgments to be made about what’s on particular tapes insofar as tying
contents to business units, custodians, machines, data sets and intervals. It’s costly to have to
process tapes just to establish their contents. Always preserve associated backup catalogues
when you preserve tapes.

Be prepared to put forward a sensible sampling protocol in lieu of wholesale restoration.

. Test and sample backups to determine if they hold responsive, material and unique ESI. Judges

are unlikely to force you to restore backup tapes when sensible sampling regiments demonstrate
that the effort is likely to yield little of value. Backup tapes are like drilling for oil: After a few dry
holes, it’s time to find a new prospect.

Be prepared to show that the relevant data on tapes is available from more accessible sources.
Sampling, testing and expert testimony help here.

Know the limits of backup search capabilities. Most backup tools have search capabilities;
however, few of these are up to the task of e-discovery. Can the tool search within all common
file types and compressed and container file formats?

Appearances matter! What would the Judge think if she walked through your client’s tape storage
area? Does it look like a dumping ground?

If using a cloud-based backup system, consider bringing your e-discovery tools to the data in the
Cloud instead of spending days getting the data out.

Backup tape is for disaster recovery. If it's too stale to use to bring the systems back up, why keep
it? Get rid of it!
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Appendix 1:

Exemplar Backup Tape Log

Tape Sess. | Host Backup Size in Bytes Session Type

No. ID Name Date/Time

ABC 37 EX1 8/1/2007 6:15 | 50,675,122,17 | Exchange 200x

001 6

ABC 38 EX1 8/1/2007 8:28 | 337,707,008 System state

001

ABC 39 MGT1 8/1/2007 8:29 6,214,713,344 | files incremental or
001 differential

ABC 40 MGT1 8/1/2007 8:45 | 5,576,392,704 | SQL Database Backup
001

ABC 41 sQlLil 8/1/2007 8:58 10,004,201,47 | files incremental or
001 2 differential

ABC 42 saL1 8/1/2007 9:30 | 8,268,939,264 | SQL Database Backup
001

ABC 43 sqQL1 8/1/2007 9:52 | 272,826,368 System state

001

ABC 2 EX1 8/14/2007 51,735,363,58 | Exchange 200x

005 18:30 4

ABC 3 EX1 8/14/2007 338,427,904 System state

005 20:35

ABC 4 MGT1 8/14/2007 6,215,368,704 | files incremental or
005 20:38 differential

ABC 5 MGT1 8/14/2007 5,677,776,896 | SQL Database Backup
005 20:53

ABC 6 sQL1 8/14/2007 10,499,260,41 | files incremental or
005 21:06 6 differential

ABC 7 sQL1 8/14/2007 8,322,023,424 | SQL Database Backup
005 21:38

ABC 8 sQL1 8/14/2007 273,022,976 System state

005 21:57
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ABC 207 NT1 8/15/2007 31,051,481,08 | loose files

002 20:19 8

ABC 18 NT1 8/16/2007 8:06 | 47,087,616,00 | loose files

002 0

ABC 9 EX1 8/17/2007 6:45 | 52,449,443,84 | Exchange 200x

014 0

ABC 10 EX1 8/17/2007 8:53 | 337,969,152 System state

014

ABC 11 MGT1 8/17/2007 8:54 | 6,215,368,704 | files incremental or
014 differential

ABC 12 MGT1 8/17/2007 9:09 | 5,698,748,416 | SQL Database Backup
014

ABC 13 sQlLil 8/17/2007 9:22 | 10,537,009,15 | files incremental or
014 2 differential

ABC 14 SQL1 8/17/2007 9:47 | 8,300,986,368 | SQL Database Backup
014

ABC 15 sQL1 8/17/2007 272,629,760 System state

014 10:08

ABC 16 NT1 8/18/2007 6:15 | 46,850,179,07 | loose files

003 2

ABC 17 NT1 8/18/2007 9:26 | 44,976,308,22 | loose files

003 4

ABC 19 NT1 8/21/2007 6:16 | 46,901,690,36 | loose files

004 8

ABC 20 NT1 8/21/2007 9:30 | 44,742,868,99 | loose files

004 2

ABC 30 EX1 8/22/2007 8:52 | 53,680,603,13 | Exchange 200x

009 6

ABC 31 EX1 8/22/2007 348,782,592 System state

009 11:01
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ABC 32 MGT1 8/22/2007 6,215,434,240 | files incremental or
009 11:03 differential

ABC 33 MGT1 8/22/2007 5,715,722,240 | SQL Database Backup
009 11:18

ABC 34 sQL1 8/22/2007 10,732,371,96 | files incremental or
009 11:31 8 differential

ABC 35 sQL1 8/23/2007 4:08 | 8,362,000,384 | SQL Database Backup
009

ABC 36 sQL1 8/23/2007 4:33 | 272,629,760 System state

009

ABC 44 NT1 8/23/2007 6:16 | 46,938,193,92 | loose files

011 0

ABC 45 NT1 8/23/2007 9:32 | 44,611,403,77 | loose files

011 6
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Databases in E-Discovery

Years ago, when | set out to write this chapter on databases in electronic discovery, | went to the
literature to learn prevailing thought and ensure | wasn’t treading old ground. What | found
surprised me.

| found there’s next to no literature on the topic! What little authority exists makes brief mention
of flat file, relational and enterprise databases, notes that discovery from databases is challenging
and then flees to other topics.72F°* A few commentators mention In re Ford Motor Co.,73F> the
too-brief 2003 decision reversing a trial court’s order allowing a plaintiff to root around in Ford’s
databases with nary a restraint. Although the 11 Circuit
cancelled that fishing expedition, they left the door
open for a party to gain access to an opponent’s
databases on different facts, such as where the
producing party fails to meet its discovery obligations.

Vital Vocabulary

Look for these key terms:

Table

Field

Record

Flat File Database
Relational Database
DBMS

Primary Key
Foreign Key
Constraints
Structured Query Language
Schema

Data Dictionary
ERD

Field Mapping

The constant counsel offered by any article touching on
databases in e-discovery is “get help.” That’s good
advice, but not always feasible or affordable.

Because databases run the world, we can’t avoid them
in e-discovery.

We must know enough about how they work to deal
with them when the case budget or time constraints
make hiring an expert impossible. We need to know
how to identify and preserve databases, and we must
learn how to gather sufficient information about them
to frame and respond to discovery about databases.

Databases run the world

You can’t surf the ‘net, place a phone call, swipe your parking access card, use an ATM, charge a
meal, buy groceries, secure a driver’s license, book a flight or get admitted to an emergency room
without a database making it happen.

54 Happily, since | first published, others have waded in and produced more practical scholarship. Here are links to
two recent, thoughtful publications on the topic:

Requests for Production of Databases: Documents v. Data, by Christine Webber and Jeff Kerr

The Sedona Conference Database Principles Addressing the Preservation & Production of Databases & Database
Information in Civil Litigation

55345 F.3d 1315 (11th Cir. 2003)
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http://craigball.com/Discovery%20of%20Databases%20NELA%202014.pdf
http://craigball.com/Sedona_Conference_Database_Principles_2014.pdf
http://craigball.com/Sedona_Conference_Database_Principles_2014.pdf

Databases touch our lives all day, every day. Our computer operating systems and e-mail
applications are databases. The spell checker in our word processor is a database. Google and Yahoo
search engines are databases. Westlaw and Lexis, too. Craigslist. Amazon.com. E-Bay. Facebook.
All big honkin” databases.

Yet, when it comes to e-discovery, we tend to fix our attention on documents, without appreciating
that most electronic evidence exists only as a flash mob of information assembled and organized
on the fly from a dozen or thousand or million discrete places. In our zeal to lay hands on documents
instead of data, we make discovery harder, slower and costlier. Understanding databases and
acquiring the skills to peruse and use their contents gets us to the evidence better, faster and
cheaper.

Databases are even changing the way we think about discovery. Historically, parties weren’t obliged
to create documents for production in discovery; instead, you produced what you had on file. Today,
documents don’t exist until you generate them. Tickets, bank statements, websites, price lists,
phone records and register receipts are all just ad hoc reports generated by databases. Documents
don’t take tangible form until you print them out, and more and more, only the tiniest fraction of
documents—one-tenth of one percent—will emerge as ink on paper, obliging litigants to be adept
at both crafting queries to elicit responsive data and mastering ways to interpret and use the data
stream that emerges.

Introduction to Databases

Most of us use databases with no clue how they work. Take e-mail, for example. Whether you know
it or not, each e-mail message you view in Outlook or through your web browser is a report
generated by a database query and built of select fields of information culled from a complex
dataset. It’s then presented to you in a user-friendly arrangement determined by your e-mail
client's capabilities and user settings.

That an e-mail message is not a single, discrete document is confusing to some. The data segments
or “fields” that make up an e-mail are formatted with such consistency from application-to-
application and appear so similar when we print them out that we mistake e-mail messages for fixed
documents. But each is really a customizable report from the database called your e-mail.

When you see a screen or report from a database, you experience an assemblage of information
that “feels” like a document, but the data that comes together to create what you see are often
drawn from different sources within the database and from different systems, locations and
formats, all changing moment to moment.
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Understanding databases begins with mastering some simple concepts and a little specialized
terminology. Beyond that, the distinction between your e-mail database and Google’s is mostly
marked by differences in scale, optimization and security.

Constructing a Simple Database

If you needed a way to keep track of the cases on your docket, you’d probably begin with a simple
table of columns and rows written on a legal pad. You’d start listing your clients by name. Then,
you might list the names of other parties, the case number, court, judge and trial date. If you still
had room, you’d add addresses, phone numbers, settlement demands, insurance carriers, policy
numbers, opposing counsel and so on.

In database parlance, you’ve constructed a “table,” and each separate information item you entered
(e.g., name, address, court) is called a “field.” The group of items you assembled for each client
(probably organized in columns and arranged in a row to the right of each name) is collectively called
a “record.” Because the client’s name is the field that governs the contents of each record, it would
be termed the “key field.”

Pretty soon, your table would be unwieldy and push beyond the confines of a sheet of paper. If you
added a new matter or client to the table and wanted it to stay in alphabetical order by client name,
you’d probably have to rewrite the list.

So, you might turn to index cards. Now, each card is a “record” and lists the information (the
“fields”) pertinent to each client. It’s easy to add cards for new clients and re-order them by client
name. Then, sometimes you’d want to order matters by trial date or court. To do that, you’d either
need to extract specific data from each card to compile a report, re-sort the cards, or maintain three
sets of differently ordered cards, one by name, one by trial date and a third by court.

Your cards comprise a database of three tables. They are still deemed tables even though you used
a card to hold each record instead of a row. One table uses client name as its key field, another uses
the trial date and the third uses the court. Each of these three sets of cards is a “flat file database,”
distinguished by the characteristic that all the fields and records (the cards) comprise a single file
(i.e., each a deck of cards) with no relationships or links between the various records and fields
except the table structure (the order of the deck and the order of fields on the cards).

Of course, you’d need to keep all cards up-to-date as dates, phone numbers and addresses change.
When a client has more than one matter, you’d have to write all the same client data on multiple
cards and update each card, one-by-one, trying not to overlook any card. What a pain!

So, you’'d automate, turning first to something like a spreadsheet. Now, you’re not limited by the
dimensions of a sheet of paper. When you add a new case, you can insert it anywhere and re-sort
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the list by name, court or trial date. You’re not bound by the order in which you entered the
information, and you can search electronically.

Though faster and easier to use than paper and index cards, your simple spreadsheet is still just a
table in a flat file database. You must update every field that holds the same data when that data
changes (though “find and replace” functions make this more efficient and reliable), and when you
want to add, change or extract information, you have to open and work with the entire table.
What you need is a system that allows a change to one field to update every field in the database
with the same information, not only within a single table but across all tables in the database. You
need a system that identifies the relationship between common fields of data, updates them when
needed and, better still, uses that common relationship to bring together more related information.
Think of it as adding rudimentary intelligence to a database, allowing it to “recognize” that records
sharing common fields likely relate to common information. Databases that do this are called
“relational databases,” and they account for most of the databases used in business today, ranging
from simple, inexpensive tools like Microsoft Access or Intuit QuickBooks to enormously complex
and costly “enterprise-level” applications marketed by Oracle and SAP.74F>®

To be precise, only the tables of data are the “database,” and the software used to create, maintain
and interrogate those tables is called the Database Management System or DBMS. In practice, the
two terms are often used interchangeably.

Relational Databases

Let’s re-imagine your case management system as a relational database. You’d still have a table
listing all clients organized by name. On this CLIENTS table, each client record includes name,
address and case number(s). Even if a client has multiple cases in your office, there is still just a
single table listing:

CLIENTS

CLT_LAST | CLT_FIRST | ST_ADD CITY STATE | zZIP CASE_NO
Ballmer Steven 3832 Hunts Point Rd. Hunts Point | WA 98004 | 001, 005
Chambers | John 5608 River Way Buena Park | CA 90621 | 002

Dell Michael 3400 Toro Canyon Rd. Austin TX 78746 | 003, 007
Ellison Lawrence | 745 Mountain Home Rd. | Woodside | CA 94062 | 004
Gates William 1835 73rd Ave. NE Medina WA 98039 | 001, 005
Jobs Steven 460 Mountain Home Rd. | Woodside | CA 94062 | 006, 009
Palmisano | Samuel 665 Pequot Ave. Southport | CT 06890 | 007

56 One of the most important and widely used database applications, MySQL, is open source; so, while great fortunes
have been built on relational database tools, the database world is by no means the exclusive province of commercial
software vendors.
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It’s essential to keep track of cases and upcoming trials, so you create another table called CASES:
CASES

CASE_NO | TRL_DATE | MATTER TYPE COURT
001 2011-02-14 | U.S. v. Microsoft Antitrust FDDC-1
002 2012-01-09 | EON v Cisco Patent FEDTX-2
003 2011-02-15 | In re: Dell Regulatory | FWDTX-4
004 2011-05-16 | SAP v. Oracle Conspiracy | FNDCA-8
005 2012-01-09 | Microsoft v. Yahoo Breach of K | FWDWA-6
006 2010-12-06 | Apple v. Adobe Antitrust FNDCA-8
007 2011-10-31 | Dell v. Travis County Tax TX250
008 null Hawkins v. McGee Med Mal FUSSC
009 2011-12-05 | Jobs v. City of Woodside | Tax CASMDO09

You also want to stay current on where your cases will be tried and the presiding judge, so you
maintain a COURTS table for all the matters on your docket:

COURTS
COURT JUDGE FED_ST | JURISDICTION
FNDCA-8 | Laporte FED Northern District of California

(SF)

FDDC-1 Kollar-Kotelly | FED USDC District of Columbia
FWDTX-4 | Sparks FED Western District of Texas
TX250 Dietz STATE 250 JDS, Travis County, TX
CASMDO09 | Parsons STATE San Mateo Superior Court, CA
FEDTX-2 Ward FED Eastern District of Texas
FWDWA-6 | Jones FED Western District of Washington
FUSSC Hand FED United States Supreme Court

As we look at these three tables, note that each has a unique key field called the “primary key” for
that table.75F>” For the CLIENTS table, the primary key is the client’s last name.76F>® The primary
key is the trial date for the TRIAL_DATES table and it’s a unique court identifier for the COURTS table.
The essential characteristic of a primary key is that it cannot repeat within the table for which it
serves as primary key, and a properly-designed database will prevent a user from creating duplicate
primary keys.

57 Tables can have more than one primary key.
58 In practice, a last name would be a poor choice for a primary key in that names tend not to be unique—
certainly a law firm could expect to have multiple clients with the same surname.
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Many databases simply assign a unique primary key to each table row, either a number or a non-
recurring value built from elements like the first four letters of a name, first three numbers in the
address, first five letters in the street name and the Zip code. For example, an assigned key for Steve
Ballmer derived from data in the CLIENTS table might be BALL383HUNTS98004. The primary key is
used for indexing the table to make it more efficient to search, sort, link and perform other
operations on the data.

Tuples and Attributes

Now, we need to introduce some new terminology because the world of relational databases has a
language all its own. Dealing with the most peculiar term first, the contents of each row in a table
is called a “tuple,” defined as an ordered list of
elements.77F%° In the COURTS table above, there are Figure 2
seven tuples, each consisting of four elements. These
elements, ordered as columns, are called “attributes,” tuple{
and what we’ve called tables in the flat file world are

termed “relations” in relational databases. Put

another way, a relation is defined as a set of tuples that . .
have the same attributes (See Figure 1). relation

attribute

The magic happens in a relational database when tables are Ffigure 1
“joined” (much like the cube in Figure 2)78F% by referencing one

table from another.79F%! This is done by incorporating the primary key

in the table referenced as a “foreign key” in the referencing table. The
table referenced is the “parent table,” and the referencing table is the
“child table” in this joining of the two relations.

In Figure 3, COURTS is the parent Figure 3

table to CASES with respect to the %Hf&gf &QE?NSO s S C&L,’UFEJS
primary key field, “COURT” In the Cls_%;IISST LLLALLLS F"ES_GSET
CASES table, the foreign key for the Sf%fAﬂTfE - CTJSFET JURUSDICTION
field COURT points back to the ZIP

COURTS table, assuring that the Mﬁ

%9 per Wikipedia, the term “tuple” originated as an abstraction of the sequence: single, double, triple, quadruple,
quintuple, sextuple, septuple, octuple...n-tuple. The unique O-tuple is called the null tuple. A 1-tuple is called a
“singleton,” a 2-tuple is a “pair” and a 3-tuple is a “triple” or “triplet.” The n can be any positive integer. For example,
a complex number can be represented as a 2-tuple, a quaternion can be represented as a 4-tuple, an octonion can be
represented as an octuple (mathematicians use the abbreviation "8-tuple"), and a sedenion can be represented as a
16-tuple. linclude this explanation to remind readers why many of us went to law school instead of studying computer
science.

60 Although unlike the cube, a relational database is not limited to just three dimensions of attachment.

51 The term “relation” is so confounding here, | will continue to refer to them as tables.
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most current data will populate the field. In turn, the CLIENTS table employs a foreign key relating
to the CASE_NO attribute in the CASE table, again assuring that the definitive information populates
the attribute in the CLIENTS table.

Remember that what you are seeking here is to ensure that you do not build a database with
inconsistent data, such as conflicting client addresses. Data conflicts are avoided in relational
databases by allowing the parent primary key to serve as the definitive data source. So, by pointing
each child table to that definitive parent via the use of foreign keys, you promote so-called
“referential integrity” of the database. Remember, also, that while a primary key must be unique
to the parent table, it can be used as many times as desired when referenced as a foreign key. As
in life, parents can have multiple children, but a child can have but one set of (biological) parents.

Field Properties and Record Structures

When you were writing case data on your index cards, you were unconstrained in terms of the
information you included. You could abbreviate, write dates as words or numeric values and include
as little or as much data as the space on the card and intelligibility allowed. But for databases to
perform properly, the contents of fields should conform to certain constraints to insure data
integrity. For example, you wouldn’t want a database to accept four or ten letters in a field reserved
for a Zip code. Neither should the database accept duplicate primary keys or open a case without
including the name of a client. If a field is designed to store only a U.S. state, then you don’t want
it to accept “Zambia” or “female.” You also don’t want it to accept “Noo Yawk.”

Accordingly, databases are built to enforce specified field property requirements. Such properties
may include:

1. Field size: limiting the number of characters that can populate the field or permitting a
variable length entry for memos;

2. Data type: text, currency, integer numbers, date/time, e-mail address and masks for phone
numbers, Social security numbers, Zip codes, etc.;

3. Unique fields: Primary keys must be unique. You typically wouldn’t want to assign the same
case number to different matters or two Social Security numbers to the same person.

4. Group or member lists: Often fields may only be populated with data from a limited group
of options (e.g., U.S. states, salutations, departments and account numbers);

5. Validation rules: To promote data integrity, you may want to limit the range of values
ascribed to afield to only those that makes sense. A field for a person’s age shouldn’t accept
negative values or (so far) values in excess of 125. A time field should not accept “25:00pm”
and a date field designed for use by Americans should guard against European date notation.
Credit card numbers must conform to specific rules, as must Zip codes and phone numbers;
or
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6. Required data: The absence of certain information may destroy the utility of the record, so
certain fields are made mandatory (e.g., a car rental database may require input of a valid

driver’s license number).

You'll appreciate why demanding production of the raw tables in a database may be an untenable
approach to e-discovery when you consider how databases store information. When a database
populates a table, it’s stored in either fixed length or variable length fields.

Fixed-Length Field Records

Fixed length fields are established when the database is created, and it’s important to appreciate
that the data is stored as long sequences of data that may, to the untrained eye, simply flow
together in one incomprehensible blob. A fixed length field record may begin with information
setting out information concerning all of the fields in the record, such as each field’s name (e.g.,
COURT), followed by its data type (e.g., alphanumeric), length (7 characters) and format (e.g., only

values matching a specified list of courts).

A fixed length field record for a simplified
address table might look like Figure 4.

Note how the data is one continuous stream.
The name, order and length of data allocated
for each field is defined at the beginning of the
string in all those “FIELD=" and CHAR(x)
statements, such that the total length of each
record is 107 characters. To find a given record
in a table, the database software simply starts
accessing data for that record at a distance (also
called an “offset”) from the start of the table
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address record is the 6™ record, so it starts 642 characters (or bytes) from the start of the first record
and the Zip code field begins 102 characters from the start of the sixth record (20+20+40+20+2), or
744 bytes from the start of the first record. This sort of offset retrieval is tedious for humans, but
it’s a cinch for computers.

Variable-Length Field Records

One need only recall the anxiety over the Y2K threat to appreciate why fixed length field records
can be problematic. Sometimes, the space allocated to a field proves insufficient in unanticipated
ways, or you may simply need to offer the ability to expand the size of a record on-the-fly. Databases
employ variable length field records whose size can change from one record to the next. Variable
length fields employ pointer fields that seamlessly redirect data retrieval to a designated point in
the memo file where the variable length field data begins (or continues). The database software
then reads from the memo file until it encounters an end-of-file marker or another pointer to a
memo location holding further data.

Forms, Reports and Query Language

Now that you’ve glimpsed the ugly guts of database tables, you can appreciate why databases
employ database management software to enter, update and retrieve data. Though DBMS software
serves many purposes geared to indexing, optimizing and protecting data, the most familiar role of
DBMS software is as a user interface for forms and reports.

There’s little difference between forms and reports except that we tend to call the interface used to
input and modify data a “form” and the interface to extract data a “report.” Both are simply user-
friendly ways to implement commands in “query languages.”

Query language is the term applied to the set of commands used to retrieve information from a
database. The best known and most widely used of these is called SQL (for Structured Query
Language, officially ‘ess-cue-ell, but most everyone calls it “sequel”). SQL is a computer language,
but different from computer languages like Java or C++ that can be used to construct applications,
SQL’s sole purpose is the creation, management and interrogation of databases.

Though the moniker “query language” might lead anyone to believe that its raison d'étre is to get
data out of databases, in fact, SQL handles the heavy lifting of database creation and data insertion,
too. SQL includes subset command sets for data control (DCL), data manipulation (DML) and data
definition (DDL). SQL syntax is beyond the scope of this paper, but the following snippet of code
will give you a sense of how SQL is used to create a table like the case management tables discussed
above:

CREATE TABLE COURTS
(COURT varchar(7), PRIMARY KEY,
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JUDGE varchar(18),
FED_ST varchar(5),
JURISDICTION varchar (40));
CREATE TABLE CASES
(CASE_NO int IDENTITY(1,1)PRIMARY KEY,
TRL_DATE
MATTER varchar (60),
TYPE varchar (40)
COURT varchar(7));

In these few lines, the COURTS and CASES tables are created, named and ordered into various
alphanumeric fields of varying specified lengths. Two primary keys are set and one key, CASE_NO,
is implemented so as to begin with the number 1 and increment by 1 each time a new case is added
to the CASES table.

Who Owns SQL?

In fact, nobody “owns” SQL, but several giant software companies, notably Oracle and Microsoft,
have built significant products around SQL and produced their own proprietary dialects of SQL.
When you hear someone mention “SQL Server,” they’re talking about a Microsoft product, but
Microsoft doesn’t own SQL; it markets a database application that’s compatible with SQL.

SQL has much to commend it, being both simple and powerful; but, even the simplest computer
language is too much for the average user. So, databases employ graphical user interfaces (GUIs)
to put a friendly face on SQL. When you enter data into a form or run a search, you’re simply
triggering a series of pre-programmed SQL commands.

In e-discovery, if the standard reports supported by the database are sufficiently encompassing and
precise to retrieve the information sought, great! You’ll have to arrive at a suitable form of
production and perhaps wrangle over scope and privilege issues; but, the path to the data is clear.

However, because most companies design their databases for operations not litigation, very often,
the standard reporting capabilities won’t retrieve the types of information required in discovery. In
that event, you’ll need more than an SQL doctor on your team; you’ll also need a good x-ray of the
databases to be plumbed.

Schemas, Data Dictionaries, System Catalogs, and ERDs,

The famed database administrator, Leo Tolstoy, remarked, “Great databases are all alike, every
ordinary database is ordinary in its own way.” Although it’s with tongue-in-cheek that | invoke
Tolstoy’s famous observation on happy and unhappy families, it’s apt here and means that you can
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only assume so much about the structure of an unfamiliar database. After that, you need the
manual and a map.

In the lingo of database land, the “map” is the database’s schema, and it’s housed in the system’s
data dictionary. It may be the system’s logical schema, detailing how the database is designed in
terms of its table structures, attributes, fields, relationships, joins and views. Or, it could be its
physical schema, setting out the hardware and software implementation of the database on
machines, storage devices and networks. As Tolstoy might have said, “A logical schema explains
death; but it won’t tell you where the bodies are buried.”

Information in a database is mostly gibberish without the metadata that gives it form and function.
In an SQL database, the compendium of all that metadata is called the system catalog. In practice,
the terms system catalog, schema and data dictionary seem to be used interchangeably—they are
all—in essence--databases storing information about the metadata of a database. The most
important lesson to derive from this discussion is that there is a map—or one can be easily
generated—so get it!

Unlike that elusive Loch Ness monster of e-discovery, the “enterprise data map,” the schemas of
databases tend to exist and are usually maps; that is, graphical depictions of the database
structures. Entity-Relationship Modeling (ERM) is a system and notation used to lay out the
conceptual and logical schema of a relational database. The resulting diagrams (akin to flow charts)
are called Entity-Relationship Diagrams or ERDs (Figure 6, next page).
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Figure 6: ERD of Database Schema
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Two Lessons from the Database Trenches

The importance of securing the schema, manuals, data dictionary and ERDs was borne out by my
experience serving as Special Master for Electronically Stored Information. in a drug product liability
action involving thousands of plaintiffs, | was tasked to expedite discovery from as many as 60
different enterprise databases, each more sprawling and complex than the next. The parties were
at loggerheads, and serious sanctions were in the offing.

The plaintiffs insisted the databases would yield important evidence. Importantly, plaintiffs’ team
included support personnel technically astute enough to get deeply into the weeds with the
systems. Plaintiffs were willing to narrow the scope of their database discovery to eliminate those
that were unlikely to be responsive and to narrow the scope of their requests. But, to do that,
they’d need to know the systems.

For each system, we faced the same questions:

i.  What does the database do?
ii.  Whatis it built on?
iii.  What information does it hold?
iv.  What content is relevant, responsive and privileged?
v.  What forms does it take?

vi.  How can it be searched effectively; using what query language?
vii.  What are its reporting capabilities?
viii.  What form or forms of production will be functional, searchable and cost-effective?

It took a three-step process to turn things around. First, the plaintiffs were required to do their
homework, and the defense supplied the curriculum. That is, the defense was required to furnish
documentation concerning the databases. First, each system had to be identified. The defense
prepared a spreadsheet detailing, inter alia:

e Names of systems

e Applications;

e Date range of data;

e Size of database;

e User groups; and

e Available system documentation (including ERDs and data dictionaries).

This enabled plaintiffs to prioritize their demands to the most relevant systems. | directed the
defendants to furnish operator’s manuals, schema information and data dictionaries for the most
relevant systems.

The second step was ordering that narrowly-focused meet-and-confer sessions be held between
technical personnel for both sides. These were conducted by telephone, and the sole topic of each
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was one or more of the databases. The defense was required to make knowledgeable personnel
available for the calls and plaintiffs were required to confine their questions to the nuts-and-bolts
of the databases at issue.

When the telephone sessions concluded, Plaintiffs were directed to serve their revised request for
production from the database. In most instances, the plaintiffs had learned enough about the
databases that they were actually able to propose SQL queries to be run.

This would have been sufficient in most cases, but this case was especially contentious. The decisive
step needed to resolve the database discovery logjam was a meeting in the nature of a mediation
over which | would preside. In this proceeding, counsel and technical liaison, joined by the database
specialists, would meet face-to-face over two days. We would work through each database and
arrive at specific agreements concerning the scope of discovery for each system, searches run,
sample sizes employed and timing and form of production. The devil is in the details, and the goal
was to nail down every detail.

It took two such sessions, but in the end, disputes over databases largely ceased, the production
changed hands smoothly, and the parties could refocus on the merits.

The heroes in this story are the technical personnel who collaborated to share information and find
solutions when the lawyers could see only contentions. The lesson: Get the geeks together, and
then get out of their way.

Lesson Two

In a recent case where | served as special master, the Court questioned the adequacy of defendants’
search of their databases. The defendants used many databases to run their far-flung operations,
ranging from legacy mainframe systems housed in national data centers to homebrew applications
cobbled together using Access or Excel. But whether big or small, | found with disturbing regularity
that the persons tasked to query the systems for responsive data didn’t know how to use them or
lacked the rights needed to access the data they were obliged to search.

The takeaway: Never assume that a DBMS query searches all of the potentially responsive records,
and never assume that the operator knows what they are doing.

Database systems employ a host of techniques to optimize performance and protect confidentiality.
For example

e Older records may be routinely purged from the indices;

e Users may lack the privileges within the system to access all the potentially responsive records;
e Queries may be restricted to regions or business units;

e Tables may not be joined in the particular ways needed to gather the data sought.

Any of these may result in responsive data being missed, even by an apparently competent operator.
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Establishing operator competence can be challenging, too. Ask a person tasked with running
queries if they have the requisite DBMS privileges required for a comprehensive search, and they’re
likely to give you a dirty look and insist they do. In truth, they probably don’t know. What they have
are the privileges they need to do their job day-to-day; but those may not be nearly sufficient to
elicit all of the responsive information the system can yield.

How do you preserve a database in e-discovery?

Talk to even tech-savvy lawyers about preserving databases, and you'll likely hear how database are
gigantic and dynamic or how incomprehensibly risky and disruptive it is to mess with them. The
lawyer who responds, “Don’t be ridiculous. We’re not preserving our databases for your lawsuit,”
isn’t protecting her client.

Or, opposing counsel may say, “Preserve our databases? Sure, no problem. We back up the
databases all the time. We’ll just set aside some tapes.” This agreeable fellow isn’t protecting his
client either. When it comes time to search the data on tape, Mr. Congeniality may learn that his
client has no ability to restore the data without displacing the server currently in use, and
restoration doesn’t come quick or cheap.

What both lawyers should have said is, “Let me explain what we have and how it works. Better yet,
let’s get our technical advisors together. Then, we’ll try to work out a way to preserve what you
really need in a way you can use it. If we can’t agree, I'll tell you what my client will and won’t do,
and you can go to the judge right away, if you think we haven’t done enough.”

Granted, this conversation almost never occurs for a host of reasons. Counsel may have no idea
what the client has or how it works. Or the duty to preserve attaches before an opposing counsel
emerges. Or counsel believes that cooperation is anathema to zealous advocacy and wants only to
scorch the Earth.

In fact, it’s not that daunting to subject most databases to a defensible litigation hold, if you
understand how the database works and exert the time and effort required to determine what
you’re likely to need preserved.

Databases are dynamic by design, but not all databases change in ways that adversely impact legal
hold obligations. Many databases—particularly accounting databases—are accretive in design.
That is, they add new data as time goes on, but do not surrender the ability to thoroughly search
data that existed in prior periods. For accretive databases, all counsel may need to do is ascertain
and ensure that historical data isn’t going anywhere for the life of the case.

Creating snapshots of data stores or pulling a full backup set for a relevant period is a sensible
backstop to other preservation efforts, as an “if all else fails” insurance policy against spoliation. If
the likelihood of a lawsuit materializing is remote or if there is little chance that the tapes preserved
will ultimately be subjected to restoration, preservation by only pulling tapes may prove sufficient
and economical. But, if a lawsuit is certain and discovery from the database(s) is likely, the better
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approach is to identify ways to either duplicate and/or segregate the particular dynamic data you’ll
need or export it to forms that won’t unduly impair searchability and utility. That is, you want to
keep the essential data reasonably accessible and shield it from changes that will impair its
relevance and probative value.

If the issue in litigation is temporally sensitive—e.g., wholesale drug pricing in 2018 or reduction in
force decisions in 2019—you’ll need to preserve the responsive data before the myriad components
from which it’s drawn, and the filters, queries and algorithms that govern how it’s communicated,
change. You’ll want to retain the ability to generate the reports that should be reasonably
anticipated and not lose that ability because of an alteration in some dynamic element of the
reporting process.

Forms of Production

In no other corner of e-discovery are litigants quite so much as the dog that caught the car than
when dealing with databases. Data from specialized and enterprise databases often don’t play well
with off-the-shelf applications; not surprising, considering the horsepower and high cost of the
systems tasked to run these big iron applications. Still, there is always a way.

Sometimes a requesting party demands a copy of an entire database, often with insufficient
consideration of what such a demand might entail were it to succeed. If the database is built in
Access or on other simple platforms, it’s feasible to acquire the hardware and software licenses
required to duplicate the producing party’s database environment sufficiently to run the
application. But, if the data sets are so large as to require massive storage resources or are built on
an enterprise-level DBMS like Oracle or SAP, mirroring the environment is almost out of the
qguestion. | say “almost” because the emergence of Infrastructure-as-a-Service Cloud computing
options promises to make it possible for mere mortals to acquire enterprise-level computing power
for short stints

A more likely production scenario is to narrow the data set by use of filters and queries, then either
export the responsive date to a format that can be analyzed in other applications (e.g., exported as
extensible markup language (XML), comma separated values (CSV) or in another delimited file) or
run reports (standard or custom) and ensure that the reporting takes a form that, unlike paper
printouts, lends itself to electronic search.

Before negotiating a form of production, investigate the capabilities of the DBMS. The database
administrator may not have had occasion to undertake a data export and so may have no clue what
an application can do much beyond the confines of what it does every day. It’s the rare DBMS that
can’t export delimited data. Next, have a proposed form of production in mind and, if possible, be
prepared to instruct the DBMS administrator how to secure the reporting or export format you seek,

Remember that the resistance you experience in seeking to export to electronic formats may not
come from the opposing party of the DBMS administrator. More often, an insistence on reports
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being produced as printouts or page images is driven by the needs of opposing counsel. In that
instance, it helps to establish that the export is feasible as early as possible.

As with other forms of e-discovery, be careful not to accept production in formats you don’t want
because, like-it-or-not, many Court give just one bite at the production apple. If you accept it on a
paper or as TIFF images for the sake of expediency, you often close the door on re-production in
more useful forms.

Even if the parties can agree upon an electronic form of production, it’s nevertheless a good idea to
secure a test export to evaluate before undertaking a high volume export.

Closing Thoughts

When dealing with databases in e-discovery, requesting parties should avoid the trap of “You have
it. 1 want it” Lawyers who’d never be so foolish as to demand the contents of a file room will
blithely insist on production of the “database.” For most, were they to succeed in such a foolish
guest, they’d likely find themselves in possession of an obscure collection of inscrutable information
they can’t possibly use.

Things aren’t much better on the producing party’s side, where counsel routinely fail to explore
databases in e-discovery on the theory that, if a report hasn’t been printed out, it doesn’t have to
be created for the litigation. Even when they do acknowledge the duty to search databases, few
counsel appreciate how pervasively embedded databases are in their clients’ businesses, and fewer
still possess the skills needed to translate an amorphous request for production into precise,
effective queries.

Each is trading on ignorance, and both do their clients a disservice.

But these are the problems of the past and, increasingly, there’s cause for cautious optimism in how
lawyers and litigants approach databases in discovery. Counsel are starting to inquire into the
existence and role of databases earlier in the litigation timeline and are coming to appreciate not
only how pervasive databases are in modern commerce, but how inescapable it is that they take
their place as important sources of discoverable ESI.
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More on Databases in Discovery

| loathe the practice of law from forms but bow to its power. Lawyers love forms; so, to get lawyers
to use more efficient and precise prose in their discovery requests, we can’t just harangue them to
doit; we've “got to put the hay down where the goats can getit.” To that end, here is some language
to consider when seeking information about databases and when serving notice of the deposition
of corporate designees (e.g., per Rule 30(b)(6) in Federal civil practice or Rule 199(b)(1) of the Texas
Rules of Civil Procedure):

For each database or system that holds potentially responsive information, we seek the following
information to prepare to question the designated person(s) who, with reasonable particularity,
can testify on your behalf about information known to or reasonably available to you concerning:

1.

The standard reporting capabilities of the database or system, including the nature,
purpose, structure, appearance, format and electronic searchability of the information
conveyed within each standard report (or template) that can be generated by
the database or system or by any overlay reporting application;

The enhanced reporting capabilities of the database or system, including the nature,
purpose structure, appearance, format and electronic searchability of the information
conveyed within each enhanced or custom report (or template) that can be generated by
the database or system or by any overlay reporting application;

The flat file and structured export capabilities of each database or system, particularly the
ability to export to fielded/delimited or structured formats in a manner that faithfully
reflects the content, integrity and functionality of the source data;

Other export and reporting capabilities of each database or system (including any overlay
reporting application) and how they may or may not be employed to faithfully reflect the
content, integrity and functionality of the source data for use in this litigation;

The structure of the database or system to the extent necessary to identify data within
potentially responsive fields, records and entities, including field and table names,
definitions, constraints and relationships, as well as field codes and field code/value
translation or lookup tables.

The query language, syntax, capabilities and constraints of the database or system
(including any overlay reporting application) as they may bear on the ability to identify,
extract and export potentially responsive data from each database or system;

The user experience and interface, including datasets, functionality and options available
for use by persons involved with the PROVIDE APPROPRIATE LANGUAGE RE THE
ACTIVITIES PERTINENT TO THE MATTERS MADE THE BASIS OF THE SUIT;
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10.

11.

12.

13.

The operational history of the database or system to the extent that it may bear on the
content, integrity, accuracy, currency or completeness of potentially responsive data;

The nature, location and content of any training, user or administrator manuals or guides
that address the manner in which the database or system has been administered, queried
or its contents reviewed by persons involved with the PROVIDE APPROPRIATE LANGUAGE
RE THE ACTIVITIES PERTINENT TO THE MATTERS MADE THE BASIS OF THE SUIT;

The nature, location and contents of any schema, schema documentation (such as an
entity relationship diagram or data dictionary) or the like for any database or system that
may reasonably be expected to contain information relating to the PROVIDE APPROPRIATE
LANGUAGE RE THE ACTIVITIES PERTINENT TO THE MATTERS MADE THE BASIS OF THE
SUIT;

The capacity and use of any database or system to log reports or exports generated by, or
queries run against, the database or system where such reports, exports or queries may
bear on the PROVIDE APPROPRIATE LANGUAGE RE THE ACTIVITIES PERTINENT TO THE
MATTERS MADE THE BASIS OF THE SUIT;

The identity and roles of current or former employees or contractors serving
as database or system administrators for databases or systems that may reasonably be
expected to contain (or have contained) information relating to the PROVIDE
APPROPRIATE LANGUAGE RE THE ACTIVITIES PERTINENT TO THE MATTERS MADE THE
BASIS OF THE SUIT; and

The cost, burden, complexity, facility and ease with which the information
within databases and systems holding potentially responsive data relating to the PROVIDE
APPROPRIATE LANGUAGE RE THE ACTIVITIES PERTINENT TO THE MATTERS MADE THE
BASIS OF THE SUIT; may be identified, preserved, searched, extracted and produced in a
manner that faithfully reflects the content, integrity and functionality of the source data.

Yes, this is the dread “discovery about discovery;” but, it’s a necessary precursor to devising query
and production strategies for databases. If you don’t know what the database holds or the ways in
which relevant and responsive data can be extracted, you are at the mercy of opponents who will
give you data in unusable forms or give you nothing at all.

Remember, these are not magic words. | just made them up, and there’s plenty of room for
improvement. If you borrow this language, please take time to understand it, and particularly strive
to know why you are asking for what you demand. Supplying the information requires effort that
should be expended in support of a genuine and articulable need for the information. If you don’t
need the information or know what you plan to do with it, don’t ask for it.

These few questions were geared to the feasibility of extracting data from databases so that it stays
utile and complete. Enterprise databases support a raft of standardized reporting capabilities:
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“screens” or “reports” run to support routine business processes and decision making. An
insurance carrier may call a particular report the “Claims File;” but, it is not a discrete “file” at all. It’s
a predefined template or report that presents a collection of data extracted from the database in a
consistent way. Lots of what we think of as sites or documents are really reports from
databases. Your Facebook page? It’s a report. Your e-mail from Microsoft Outlook? Also, a report.

In addition to supplying a range of standard reports, enterprise databases can be queried using
enhanced reporting capabilities (“custom reports”) and using overlay reporting tools—commercial
software “sold separately” and able to interrogate the database in order to produce specialized
reporting or support data analytics. A simple example is presentation software that generates
handsome charts and graphics based on data in the database. The presentation software didn’t
come with the database. It’s something they bought (or built) to “bolt on” for enhanced/overlay
reporting.

Although databases are queried using a “query language,” users needn’t dirty their hands with
qguery languages because queries are often executed “under the hood” by the use of those
aforementioned standardized screens, reports and templates. Think of these as pre-programmed,
pushbutton queries. There is usually more (and often much more) that can be gleaned from a
database than what the standardized reports supply, and some of this goes to the integrity of the
data itself. In that case, understanding the query language is key to fashioning a query that extracts
what you need to know, both within the data and about the data.

As importantly as learning what the database can produce is understanding what the database does
or does not display to end users. These are the user experience (UX) and user interface (Ul). Screen
shots may be worth a thousand words when it comes to understanding what the user saw or what
the user might have done to pursue further intelligence.

Enterprise and commercial databases tend to be big and expensive. Accordingly, most are well
documented in manuals designed for administrators and end users. When a producing party
objects that running a query is burdensome, the manuals may make clear that what you seek is no
big deal to obtain.

One feature that sets databases apart from many others forms of ESI is the critical importance of
the fielding of data. Preserving the fielded character of data is essential to preserving its utility
and searchability. “Fielding data” means that information is stored in locations dedicated to holding
just that information. Fielding data serves to separate and identify information so you can search,
sort and cull using just that information. It’s a capability we take for granted in databases but that
is often crippled or eradicated when data is produced in e-discovery. Be sure that you consider the
form of production and ensure that the fielded character of the data produced will not be lost,
whether supplied as a standard report or as a delimited export.

Fielding data isn’t new. We did it back when data was stored as paper documents. Take a typical
law firm letter: the letterhead identifies the firm, the date below the letterhead is understood to be
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the date sent. A Re: line follows, denoting matter or subject, then the addressee, salutation, etc.
The recipient is understood to be named at the start of the letter and the sender at the
bottom. These conventions governing where to place information are vital to our ability to
understand and organize conventional correspondence.

Similarly, all the common productivity file types encountered in e-discovery (Microsoft Office
formats, PDF and e-mail) employ fielding to abet utility and functionality. Native “documents” are
natively fielded; that is, a file’s content is structured to ensure that particular pieces of information
reside in defined locations within the file. This structure is understood and exploited by the native
application and by tools designed to avail themselves of the file architecture.

We act inconsistently, inefficiently and irrationally when we deal with fielded information in e-
discovery. In contrast to just a few years ago, only the most Neanderthal counsel now challenges
the need to produce the native fielding of spreadsheet data. Accordingly, production of
spreadsheets in native forms has evolved to become routine and (largely) uncontentious. To get to
this point, workflows were modified, Bates numbering procedures were tweaked, and despite dire
predictions, none of it made the sky fall. We can and must do the same with PowerPoint
presentations and Word documents.

“What’s vice today may be virtue tomorrow,” wrote novelist (and jurist) Henry Fielding.

Now, take e-mail. All e-mail is natively fielded data, and the architecture of e-mail messages is
established by published standards called RFCs—structural conventions that e-mail applications and
systems must embrace to ensure that messages can traverse any server. The RFCs define placement
and labeling of the sender, Nathve E-Ml) aroesuned

recipients, subject, date, Flé'd Mapplng

attachments, routing, message body

and other components of every e-
mail that transits the Internet.

But when we produce e-mail in
discovery, the “accepted” practice is

to deconstruct each message and
produce it in a cruder fielded format
that’s incompatible with the RFCs
and unrecognizable to any e-mail
tool or system. Too, the production

Selected fields are
“mapped” to load file

Load File
is almost always incomplete £ rom Yo, CCBC. Subpect, Dt
Compared to the native content computerfiorenscsdpmallLcom cragoallnet Re: Hele Mapping Dagram, 29 Jun 2015

The deconstruction of fielded data is accomplished by a process called Field Mapping. The contents
of fields within the native source are extracted and inserted into a matrix that may assign the same
name to the field as accorded by the native application or rename it to something else
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altogether. Thus, the source data is “mapped’ to a new name and location. At all events, the
mapped fields never mirror the field structure of the source file.

Ever? No, never.

The jumbled fielding doesn’t entirely destroy the ability to search within fields or cull and sort by
fielded content; but it requires lawyers to rent or buy tools that can re-assemble and read the
restructured data in order to search, sort and review the content. And again, information in the
original is often omitted, not because it’s privileged or sensitive, but because...well, um, er, we
just do it that way, dammit!

But the information that’s omitted, surely that’s useless metadata, right?

Interestingly, no. In fact, the omitted information significantly aids our ability to make sense of the
production, such as the fielded data that allows messages to be organized into conversational
threads (e.g., In-Reply-To, References and Message-ID fields) and the fielded data that enables
messages to be correctly ordered across time zones and daylight savings time (e.g., UTC offsets).

“Why do producing parties get to recast and omit this useful information,” you ask? The industry
responds: "These are not the droids you’re looking for." "Hey, is that Elvis?" "No Sedona for you!"

The real answer is that counsel, and especially requesting counsel, are asleep at the
wheel. Producing parties have been getting away with this nonsense, unchallenged, for so long,
they’ve come to view it as a birthright. But reform is coming, at the glacial pace for which we
lawyers are justly reviled, | mean revered.

E-discovery standards have indeed evolved to acknowledge that e-mail must be supplied with some
fielding preserved; but there is no sound reason to produce e-mail with shuffled or omitted fields. It
doesn't cost more to be faithful to the native or near-native architecture or be complete in supplying
fielded content; in fact, producing parties pay more to degrade the production, and what emerges
costs more to review.

Perhaps the hardest thing for lawyers and judges to appreciate is the importance fielding plays in
culling, sorting and search.

o It's efficient to be able to cull and sort files only by certain dates.
o It's efficient to be able to search only within e-mail recipients.

o It's efficient to be able to distinguish Speaker Notes within a PowerPoint or filter by the
Author field in a Word document.

Preserving the fielded character of data makes that possible. Preserving the fielded data and the
native file architecture allows use of a broad array of tools against the data, where restructuring
fielded data limits its use to only a handful of pricey tools that understand peculiar and proprietary
production formats.
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It’s not enough for producing parties to respond, “But, you can reassemble the kit of data we
produce to make it work somewhat like the original evidence.” In truth, you often can't, and you
shouldn't have to try.

It ties back to the Typewriter Generation mentality that keeps us thinking about “documents” and
seeking to define everything we seek as a "document." Most information sought in discovery today
is not a purposeful precursor to something that will be printed. Most modern evidence is
data, fielded data. Modern productivity files aren’t blobs of text, they're ingenious
little databases. Powerful. Rich. Databases. Their native content and architecture are key to their
utility and efficient searchability in discovery. Get the fielding right, and functionality follows.

Seeking discovery from databases is a key capability in modern litigation, and it’s not easy for the
technically challenged (although it's probably a whole lot easier than your opponent
claims). Getting the proper data in usable forms demands careful thought, tenacity and more-than-
a-little homework. Still, anyone can do it, alone with a modicum of effort, or aided by a little expert
assistance.
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The Next Arc of Exercises

Let’s return to the EDRM:

Electronic Discovery Reference Model

mg Processing
Preservation

Identification

-’

4
Collection

, )
VOLUME RELEVANCE

Electronic Discovery Reference Model / © 2014 / v3.0 / edrm.net

Young lawyers serving large firms tend not to see electronic evidence until tasked with review, and
then what they see has undergone a host of transformative operations. All that comes before—
identification, preservation, collection and processing—is the province
of e-discovery experts, in-house personnel and litigation support

Vital Vocabulary
specialists. Potentially-relevant evidence seems to miraculously appear

before lawyers’ eyes, but the reality is that dozens or hundreds of Chain of Custody
decisions and processes determine if relevant evidence sees the light of Targeted Collection
day or if the case devolves into costly and frustrating discovery disputes. Forensic Imaging
To competently defend those decisions and processes, lawyers must Active Data Areas

understand them. So, the workbook exercises entail tasks like forensic
imaging of evidence media and processing and producing ESI, that
lawyers seldom do but are often called upon to explain and defend in
court.

Unallocated Clusters
Slack Space
Public Cloud

Identification, Preservation and Collection

We've looked at systems and media that house ESI and data and metadata from those sources. ESI/
is dynamic. Messages come and go via automated processes. Social networking sites update
ceaselessly. Logs overwrite cyclically. Mobile devices push and pull data 24/7. Corporate mail
systems typically purge the contents of users’ inboxes every 90-120 days unless the user or the IT
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department interdict that deletion. Data is always in flux and in motion. So, doing nothing, or
doing something too slowly, is calculated to cause the loss of information.

You can’t act to preserve ESI you don’t know exists, and you certainly can’t collect ESI you haven’t
preserved if it’s lost or altered by the time you go looking for it. Too, collecting ESI for discovery
and as evidence demands more exacting processes than we use to guard against hard drive failure.
Demonstrating the authenticity of ESI as evidence entails protecting the integrity of the evidence—
data and metadata--and proving a proper chain of custody. No ESI should be produced in discovery
or offered into evidence absent the ability to trace it back to its origins and demonstrate it wasn’t
changed, or if changed, how and why?

Lawyers collect ESI in discovery to support processing, search, review and production. It’s
expensive and challenging. In a perfect world, we wouldn’t need to collect ESI because the systems
housing the evidence would fully support forensic preservation, search and review. Perhaps not
surprisingly, supporting the needs of litigation doesn’t drive software development; so currently,
few information systems do.

Accordingly, the e-discovery process entails collecting ESI, and collection tends to employ two
techniques: targeted collection and forensic imaging. Targeted collection is the identification and
duplication of potentially relevant ESI according to specific characteristics of the files and folders in
which it resides. The collection from Madison’s Windows laptop of all Word documents and Excel
spreadsheets in the Documents folder having last modified dates between 1/1/2020 and
12/31/2021 is an example of a targeted collection.

Forensic imaging entails the duplication of the complete contents of a storage medium, typically
encompassing the readily-accessible active data areas and the inaccessible, forensically-significant
regions of the medium like unallocated clusters and slack space.

Targeted collection and forensic imaging each has its proponents. Settling upon the optimum
method for collection entails balancing pros and cons at a point in litigation when much remains
uncertain respecting the facts and issues in the case.

Targeted collection tends to reduce data volumes, with a commensurate reduction in costs to
process and host ESI. Decreased volume also means less data to search and review, prompting
greater savings. That’s a big plus.

But the savings sought from targeted collection must be weighed against the risk of leaving relevant
and responsive ESI behind and the expenditures required to scope and carry out targeted
collection. Someone must choose what will file types, intervals and locations are targeted in a
targeted collection; forensic imaging requires only the identification of sources to be imaged.
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If it turns out that a file type or location was missed in targeted collection, or the date interval of
the files collected proved inadequate, targeted collection prompts a costly do-over--assuming
sources and data haven’t been lost or changed over time.

Forensic imaging ensures that all the content on a source remains available, intact and at-hand. If
issues of spoliation crop up, forensic imaging supports forensic analysis where targeted collection
often does not. Notwithstanding it’s belt-and-suspenders advantages, forensic imaging entails the
use of specialized tools and skills that carry their own costs and consequences. Forensically
preserving the full contents of storage media doesn’t obviate the need to separate wheat from
chaff; it defers that effort. When more data means more money expended, forensic imaging often
proves the superior means of preservation but not the most cost-effective approach to collection.

The cost-benefit equation changes when the data to be preserved and collected resides in the
Public Cloud (i.e., on servers shared using the public Internet and managed by third-party service
providers like Amazon Web Services and Microsoft’s Azure). Forensic artifacts like deleted files in
unallocated clusters don’t exist in the public cloud, making targeted collection the only option. As
well, public cloud services may support preservation-in-place by simply ticking a box in Settings (as
can be done with email and SharePoint content in the Saa$S application Microsoft 365).

In your exercises, you will forensically image the content of an evidence thumb drive and do a
targeted collection of data as a precursor to ingesting and processing ESI in a commercial e-
discovery tool. You’ll cull and search an ESI collection then configure and generate a production
set including load files and Bates numbering. In practice, these tasks are done for you. When things
go wrong—as they often do—having done them, even just once, will better equip you to make
things right.
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. # Exercise 12: Data Mapping

GOALS: The goals of this exercise are for the student to: VITAL VOCABULARY

Productivity Files
1. Consider the breadth and complexity of potentially

. . . Information Governance
discoverable information;

Possession/Custody/Control

2. Appreciate the detailed metrics attendant to building a Data Mapping
utile data map; and Trust But Verify
SharePoint

3. Develop a data map of your data footprint.

All of us live in a world that’s rich with digital data streams. We leave countless electronic trails in
our wake in the form of electronically stored information or ESI.®? Our business work product (e.g.,
letters, reports, memos, financial reports and marketing material), manifests as discrete
productivity files®® which, when paired with electronic communications, e.g., e-mail and other
messaging, tends to account for the bulk of data preserved, pursued and produced in discovery.

Back when business work product took paper forms, standardized mechanisms like folders, drawers,
cabinets and file rooms supported our ability to preserve and find information. As the physical
organization of information waned and evolved with the shift to personal, network and mobile
computing, information that once existed only on paper now takes many forms, in many iterations
and as fragments splayed across many repositories and media.

The consequence of this sea change in information governance® has been that people and
companies generally have a poor appreciation of the nature, quantity and form of the ESI in their

62 As amended in 2006, Rules 26 and 34 of the Federal Rules of Civil Procedure (FRCP) employ the phrase “electronically
stored information” but wisely do not define same in recognition of technology’s ability to outpace law. The phrase
supplants the prior use of “data compilations” and per the Rules’ Comments “includes any type of information that is
stored electronically.” The Guidelines For State Trial Courts Regarding Discovery of Electronically-Stored Information
defines electronically-stored information as “any information created, stored, or best utilized with computer
technology of any type. It includes but is not limited to data; word-processing documents; spreadsheets; presentation
documents; graphics; animations; images; e-mail and instant messages (including attachments); audio, video, and
audiovisual recordings; voicemail stored on databases; networks; computers and computer systems; servers; archives;
back-up or disaster recovery systems; discs, CD’s, diskettes, drives, tapes, cartridges and other storage media; printers;
the Internet; personal digital assistants; handheld wireless devices; cellular telephones; pagers; fax machines; and
voicemail systems.”

63 The term “productivity files” refers to the common Microsoft Office application files most often seen in business
settings (.doc or .docx Word documents, .xlIs or .xlsx Excel spreadsheets, .ppt or .pptx PowerPoint presentations; the
“dotted” three- or four-letter references being the file extension) and Adobe .pdf Portable Document Files.

84 The Gartner consulting firm defines Information Governance as “the specification of decision rights and an
accountability framework to encourage desirable behavior in the valuation, creation, storage, use, archival and deletion
of information. It includes the processes, roles, standards and metrics that ensure the effective and efficient use of
information in enabling an organization to achieve its goals.”
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possession, custody or control.5> A common thread in cases where courts have punished parties
or counsel for e-discovery failures has been the failure of parties or counsel to know what ESI they
had and in what forms, what custodians®® held it, where they stored it and what risks of alteration
or disposal affected the ESI.

Before you can preserve, review or produce ESI, you must first know what you have, where you have
it, the forms it takes and how much of it you’ve got. The process by which parties and counsel build
inventories of potentially relevant ESl is called data mapping.

Introduction to Data Mapping

“Data mapping” encompasses methods used to facilitate and memorialize the identification of ESI,
an essential prerequisite to everything in the EDRM east of Information Governance.

Data mapping is an unfortunate moniker because it suggests the need to generate a graphical
representation of ESI sources, leading many to assume a data map is synonymous with those Visio-
style network diagrams Information Technology (IT) departments use to depict, inter alia, hardware
deployments and IP addresses.

Unless created expressly for e-discovery, few companies have any diagram approaching what'’s
required to serve as a sufficient data map for e-discovery. Neither network diagrams from IT nor
retention schedules from Records and Information Management (RIM) are alone sufficient to serve
as an EDD data map, but they contribute valuable information, useful clues to where relevant ESI
resides.

Thus, a data “map” isn’t often a map or diagram, though both are useful ways to organize the
information. A data map is likely a list, table, spreadsheet or database. | tend to use Excel
spreadsheets because it’s easier to run totals. Corporations may use specialized software
specifically designed to track a data-mapping and -preservation effort. A data map may also be a
narrative. Whatever the form, clients rarely have a data map lying around. It's got to be
constructed, often from scratch.

What your data map looks like matters less than the information it contains. Again, don’t let the
notion of a “map” mislead. The data map is as much about what as where. If the form chosen
enables you to quickly and clearly access the information needed to implement defensible
preservation, reliably project burden, guide collection and accurately answer questions at both the
meet and confer and in court, then it’s the right form, even if it isn’t a pretty picture.

5 FRCP 26(a)(1)(A), and sometimes articulated as care, custody or control

% Though the term “records custodian” is customarily defined as the person responsible for, or the person with
administrative control over, granting access to an organization's documents or electronic files while protecting the data
as defined by the organization's security policy or its standard IT practices, the term tends to be accorded a less precise
definition in e-discovery and is best thought of as anyone with possession, custody or control of ESI, including a legal
right or practical ability to access same. See, e.g., In re NTL, Inc. Securities Litigation, 244 F.R.D. 179, 195 (S.D.N.Y.
2007).
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Scope

The duty to identify ESI is the most encompassing obligation in e-discovery. Think about it: You can’t
act to preserve sources you haven’t found. You certainly can’t collect, review or produce them. The
Federal Rules of Civil Procedure expressly impose a duty to identify all potentially responsive
sources of information deemed “not reasonably accessible” that won’t be searched; so even if you
won’t search potentially responsive ESI, you’re bound to identify it.

A “data map” might be better termed an “Information Inventory.” It’s akin to the inventories that
retail merchants undertake to know what’s on their shelves by description, quantity, location and
value.

Creating a competent data map is also akin to compiling a history of:
e Human resources and careers (after all, cases are still mostly about people);
¢ Information systems and their evolution; and
e Projects, facilities and tools.

A data map spans both logical and physical sources of information. Bob’s e-mail is a logical
collection that may span multiple physical media. Bob’s hard drive is a physical collection that may
hold multiple logical sources. Logical and physical sources may overlap, but they are rarely the
same.

As needed, a data map might encompass:
e Custodian and/or source of information;
e Location;
e Physical device or medium;
e Currency of contents;
e Volume (e.g., in bytes);
e Numerosity (e.g., how many messages and attachments?)
e Time span (including intervals and significant gaps)
e Purpose (How is the ESI resource tasked?);
e Usage (Who uses the resource and when?);
e Form; and

e Fragility (What are the risks it may go away?).
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This isn’t an exhaustive list because the facets change with the nature of the sources inventoried.
To wit, you map different data for e-mail than for databases.

A data map isn’t a mindless exercise in minutiae. The level of detail must conform to the likely
relevance and materiality of the information; so, you must adapt the inventory to the issues in the
case.

Tips for Better Data Mapping

Custodial interviews (i.e., questioning persons who hold data) are an essential component of a
sound data map methodology; but, custodial interviews are an unreliable (and occasionally even
counterproductive) facet of data mapping, too. Custodians will know a lot about their data that will
be hard to ferret out except by questioning them. Custodians will not know (or will misstate) a lot
about their data leaving gaps to be filled though, e.g., search and sampling.

Do not become so wedded to a checklist when conducting custodial interviews that you fail to listen
closely and use common sense. When a custodian claims they have no thumb drives or web mail
accounts, don’t just move on. /t’s just not so. When a custodian claims they’ve never used a home
computer for work, don’t believe it without eliciting a reason to trust their statement. Remember:
custodians want you out of their stuff and out of their hair. Even those acting in complete good faith
will say what promotes that end. Trust, but verify.

Don’t be so intent on minimizing sources that you foster reticence. If you really want to find ESI,
use open-ended language that elicits candor.” Avoid leading questions like, “You didn’t take any
confidential company data home in violation of policy, did you?” That’s unlikely to elicit, “Sure, |
did!” Offer an incentive to disclose; “It would really help us if you had your e-mail from 2018,

Legacy hardware and media grow invisible, even when right under your nose. A custodian no longer
sees the old CPU in the corner. The IT tech no longer sees the box under the desk filled with backup
tapes. You must bring Proustian “new eyes”
to the effort, and not be reluctant to say,
“What’s in there?” or “Let me see please.”
Don’t be blind leading the blind!

The real voyage of discovery consists not in
seeking new landscapes, but in having new eyes.

Marcel Proust

Companies don’t buy costly systems and

software and expense it. They must amortize the cost over time and maintain amortization and
depreciation schedules. Accordingly, the accounting department’s records can be a ready means to
identify systems, mobile devices and even pricey software applications that are paths to ESI sources.

Three Pressing Points to Ponder

e Accountability is key every step of the way. If someone says, “that’s gone,” be sure to note
who made the representation and test its accuracy. Get their skin in the game. Ultimately,
building the data map needs to be one person’s hands on, “buck stops here” responsibility, and
that person needs to give a hot damn about the quality of their work. Make it a boots-on-the-
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ground duty devolving on someone with the ability, curiosity, diligence and access to get the
job done.

e Where you start matters less than when and with whom. Don’t dither! Dive in the deep end!
Go right to the Uber key custodians and start digging. Get eyes on offices, storerooms, closets,
servers and C: drives. Go where the evidence leads!

e Just because your data map can’t be perfect doesn’t mean it can’t be great. Don’t fall into the
trap of thinking that, because no data mapping effort can be truly complete and current, the
quality of the data map doesn’t matter. Effective data mapping is the bedrock on which any
sound e-discovery effort is built.

Quest for E-Discovery: Creating a Corporate Data Map

Adapted from the article, Quest for E-Discovery: Creating a Data Map, by Ganesh Vednere,
Manager with Capgemini Financial Services in New York

1. Getallist of all systems —and be prepared for a few surprises. Begin the process by creating
a list of all systems that exist in the company. This is easier said than done, as in many cases,
IT does not even have a full list of all systems. Sure, they usually have a list of systems, but
don’t take that as the final list! Due diligence involves talking to business process owners,
employees, and contractors, which often brings to light hidden systems, utilities, and home-
grown applications that were unbeknownst to IT. Ensure that all types of systems are
covered, e.g. physical servers, virtual servers, networks, externally hosted systems, backups
(including tapes), archival systems, and desktops, etc. Pay special attention to emails, instant
messaging, core business systems, collaboration software, and file shares, etc.

2. Document system information. After the list of all systems is known, gather as much
information about each as possible. This exercise can be performed with the help of system
infrastructure teams, application support teams, development teams, and business teams.
Here are some types of information that can be gathered: system name, description, owner,
platform type, location; is it a home grown-package, and does it store both structured and
unstructured data; system dependencies (i.e., what systems are dependent on it and what
systems does it depend on); business processes supported, business criticality of the system,
security and access controls, format of data stored, format of data produced, reporting
capabilities, how/where the system is hosted; backup process and schedule, archival process
and schedule, whether data is purged or not; if purged, how often and what data gets
purged; how many users, is there external access allowed (outside of the company firewall),
are retention policies applied, what are the audit-trail capabilities, what is the nature of data
stored, e.g. confidential data, nonpublic personal information, or still others.

3. Get a list of business processes. Inventory the list of business processes and map it to the
system list obtained in the step above to ensure that all the distinct types of ESI are
documented. The list of business processes is also useful during the discovery process, when
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one can leverage the list to hone in on a particular type of ESI and obtain information about
how it was generated, who owned the data, how the data was processed, how it was stored,
and so on. A list of business processes can also be useful when assessing information flows.

Develop a list of roles, groups, and users (custodians). Obtain the organizational chart and
determine the roles and groups across the business and the business processes. Document
the process custodians and map out who had privileges to do what. Understand the human
actors in the information lifecycle flow.

Document the information flow across the entire organization. Determine where critical
pieces of information got initiated, how the information was/is manipulated, what systems
touch the information, who processes the information, what systems depend on the
information, and so on. Understanding the flow of information is key to the data
mapping/discovery process.

Determine how email is stored, processed, and consumed. Given the sizable percentage of
business information and business records that reside in email, special attention needs to
be placed on email ESI. Typically, email is the first thing that opposing counsel go after, so
determining whether email retention and disposition policies are consistently enforced will
be key to proving good faith. There are many automated tools that will enable you to create
email maps, link threads of conversation, heuristically perform relevancy search, extract
underlying metadata, and so on. Before deciding to buy the best-of-breed solution,
however, perform due diligence on existing email processes. Understand how employees
are using email. Are they creating local archives (.PST files), are they storing emails on a
network or a cloud repository, are they disposing of them at the end of retention periods,
are they using personal emails to conduct official business, and so on? Identify deficiencies
and violations in email policies before the opposing counsel does.

Identify use of collaboration tools. SharePoint will have the lion’s share of the collaboration
space in many organizations, but even then, you must ensure that all other tools-——whether
they are social networking tools (e.g., Slack), Web-based tools, or home-grown tools—are
included in the data-mapping process. You need to carefully document the types of
information being stored on each of these tools. Sometimes company information has a
nasty habit of being found in the most unlikely of places. Wherever possible work with
compliance, information management, or records management groups to establish usage
policies to prevent runaway viral growth of these tools. If the organization already has
thousands of unmanaged SharePoint sites, work with IT and business to institute
governance controls to prevent further runaway growth.

Don’t forget offsite storage. After inventorying and mapping all systems, one would think
the job is done. Alas, there is more work ahead. Offsite storage is an often-under-
appreciated aspect of the discovery process. It is quite reasonable to assume that there
might be substantial evidence stored offsite which might become incriminating later. Offsite
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storage may contain boxes or tapes full of records whose existence was somehow never
properly documented, with the result that they cannot be located unless someone opens
the box or attempts to recover the tape data. These records continue to live well past their
onsite cousins. This means the organization continues to have the record in backup tapes
(or paper) and other formats that it purportedly claimed to have destroyed. The search for
records in offsite storage is made more complicated if the offsite storage process did not
create detailed indices about the contents. If there are tapes labeled “2018 Backup Y: Drive,”
then it may become quite an arduous task to determine what information is really contained
in those tapes. Nevertheless, the journey must be started. It could involve anything from a
full-scale review of all tapes, followed by reclassifying and re-filing the tapes, to perhaps a
review of just the offsite storage manifests. It could also involve a search for critical
information or a clean-up of the last three years’ worth of tapes, and so on.

What a Data Map Should Look Like

The form and format of data maps differ widely by industry type, organizational size, geography,
regulatory environment, business processes, and more. While each organization's data map may
look different, there are several key elements essential to any good data map:

Looks Matter. How the data map looks is key to its usability, relevance, and presentability. A
good data map will be organized either functionally or hierarchically with various data points
organized around key subject lines. Typically, it would consist of rows of data with columns
of attributes for each data set. The size of the map is entirely dependent upon the
organization, but at a minimum, each one should contain information about people, process
and systems.

A format that supports change. Data maps are subject to frequent change and thus
choosing a format that allows updates to be made in a painless manner is critical. In the
initial stages significant volumes of data need to be entered, so start with a format that
supports quick data entry, such as Excel, and subsequently migrate to a longer-term format
that supports searching, reporting, and quick retrieval, such as a database. Do not
overcomplicate either the form or the format. Bottom line: "Keep it Simple."

Emphasize the quality of content. Data map designers tend to "over engineer" the
document and set themselves up for a process that involves gathering numerous data values
for each entry in the map. Instead, by honing in on only those columns that truly add value
to the document, the process of collecting, collating and organizing the information for it
becomes more manageable. For each column in the data map, collect as much accurate
information as possible. For the "location" column, for instance, enumerate both primary
and secondary locations, if there is one. A system may store the last 10 years of data online
(primary storage location) with legacy data archived in a data archival system, tape, or offsite
location. All locations should be reflected on the data map.
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Access and Storage. Data are typically considered a "record" under record retention rules
and therefore all the requirements of good records management would apply. Unless
explicitly prohibited, access to the data map can be granted to various groups and roles
within an organization. The rationale is that the data map contains critical information that
should be accessible broadly rather than available only to some individuals. Most of these
individuals, however, would get "read-only" access to it. Accordingly, a view of the data map
should be placed on a more widely accessible storage location while the data map itself can
be controlled via the appropriate database or file system controls.

Maintaining the Data Map. Ensuring that the data map stays accurate is vital to the
relevance and long-term viability of it. A cross-functional team comprised of business, IT,
and compliance that is sponsored by legal should be setup to maintain it. A data map
administrator who performs the edits and controls access should also be established, and
an appropriate chain of custody should be established such that when the data map
administrator leaves the organization, the right handoffs take place. Data map updates
should generally be done on an annual basis, but also in response to significant
organizational events, as well as compliance and regulatory changes, or revamping of IT
systems and processes. The update process should be a collaborative effort and not just a
"do we have to do this" exercise.

Using the Data Map. One would think that once created, the data map would be widely
used and referenced by all departments for various purposes. Surprisingly, this is not always
the case. The data map simply becomes a "checkbox" that gets relegated to a paralegal in
the litigation group. Why isn't business, IT, or compliance using the data map, after all the
time and effort spent creating it? The answer may lie in the perception that the document
is only for e-discovery and not useful for day-to-day operations. While that may be partially
true, the data map is indeed a lot more versatile and useful. It can be used for everything
from IT portfolio rationalization to IT asset management and business process improvement.
It is therefore incumbent upon the data map team to undertake suitable efforts and means
to publicize, communicate, and demonstrate how it can be and is useful to various cross
functions within the organization.
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Exercise 12: Mapping your own Data

This is an important exercise. It’s the first chance to gauge your level of thought and diligence in
mapping your informational footprint. If you cannot fathom your own discoverable corpus of
data, how can you assist clients to meet their obligation to identify and preserve their data?
Students who have performed poorly on this exercise did so by overgeneralization and lack of
exploration. In e-discovery, it’s not enough to say the form of data is “electronic.” Responding
“unknown” respecting form or volume is insufficient if a little digging would prompt a more

enlightened response.
Scenario:

You are the client in this scenario, and you’ve been sued in federal court. Your lawyer tells you the
court has ordered all parties to preserve information, whether on paper or stored electronically.
She instructs you to create a list of every source of ESI “in your custody or possession or subject to
your control” where you’ve stored information, or others have stored information for you, in the
last four years including every medium you’ve employed to regularly communicate in writing over
the same time period. She adds, “Don’t forget phones and those thumb drive thingies; and be sure
to include online stuff and mail, financial data and social networking and work-related data because
the other side might subpoena that stuff from third-parties, like your bank and mobile phone
company who may have it even if you don’t have access anymore. I'm sure the other side will try to
prove you missed something, so be very thorough.”

Your lawyer explains that "reasonably accessible" information includes any information that you
have in your custody as well as that which you routinely access or use, or that you could access and
use. To make your job easier, your lawyer supplies a spreadsheet for your use in helping construct
a data map. You protest that you should only have to deal with what'’s relevant and that’s not clear
from the claims; but your lawyer is adamant that you should NOT be selective in identifying the full
reach of your digital footprint “Do your best,” she adds, “but remember, this judge is pretty serious
about e-discovery, and we don’t want to lose the case because we failed to list something the other
side might find out about later. Don’t worry about deciding what’s relevant or privileged, that’s my
job; but | need complete information on the spreadsheet.”

Assignment: Complete the spreadsheet (data map) as your lawyer directed.
Please note:

1. Thisis the scenario. It’s about you, not someone else or your current or prior employer. It’s
personal. You’re not the lawyer here. You can’t fire your lawyer or persuade her that, by
your reading of the law, her request to you is overbroad and unduly burdensome. Neither
can you respond that, without knowing what the case is about, you can’t comply. The
uncertainty respecting scope and relevance is not an oversight here. The nature of the
request closely parallels the paucity of guidance and lack of restraint commonly seen in
practice when lawyers frame legal hold instructions.
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2. Once more, you are the client here. You will be bearing the cost of preservation and are
spending your own hard-earned cash; so, consider how you should balance the obligation
to preserve against the cost of your contemplated method. Unless you’re wealthy and
wasteful, don’t assume that some expert will image everything for you. Also, remember
that evidence can be both inculpatory and exculpatory. You may be barred from introducing
information that helps you, if you fail to identify it in a timely way.

3. The duty to preserve encompasses more than what is in one’s custody. It can include
material that is subject to your control. So, consider whether you have access to data in
another’s custody (like your bank or Cloud service provider) or in the care or custody of a
person or entity with whom you are in contractual privity or over which you have some
practical control (like an attorney, CPA, doctor, family member or close friend).

4. The goal of the exercise is not to invade your privacy. You are mapping your own data
because it’s easiest for you. Mapping your own data doesn’t require you to reach out to
others as a lawyer must do. If identifying a genuine source seems too intrusive, feel free to
change the name. That is, if you don’t want to list that you have a Gmail account, you can
call it something like “web mail account #1.” If you don’t want anyone to know you once
used MySpace or Second Life, you can call them Social Networking Sites 1 and 2. X-Box Live
can be “Online Gaming Community.” Again, the purpose is not to intrude upon private
matters but to promote your learning to map data sources accurately, thoroughly and in
cogent ways that facilitate meeting obligations to identify, preserve, search and produce
evidence in discovery.

5. Different sources demand different solutions; so, don’t imagine that all sources can be
defensibly preserved by pat solutions like, “I won’t delete it” or “I'll have it forensically
imaged.” Some will. Some won’t. Ponder options, consequences and cost. Also,
“electronic” or “digital” isn’t what we mean by “form” in e-discovery. What’s the native form
the data occupies? Do you even know? Can you find out with a little exploration?

6. An Excel spreadsheet may be downloaded from HTTP://craigball.com/Exercise 3 E-
Discovery Data Mapping.xls. A cross-platform template is also available online via Google
Docs for those who prefer to work that way: http://tinyurl.com/datamap2.

A B C D E F e H |
E-Discovery Workbook Exercise 2 Instructions: . I !
N Please express data volumes {"How Much"} in units suited to the data, such as estimated page counts for paper, byte
Data Mapping volumes for data, numbers of messages/attachments, etc. Be sure to consider, as applicable, paper records, computers,
smart phones, tablets, PDAs, game platforms, online storage, 1SPs, cloud accounts, social networking sites and blogs,
removable storage media (e.g., thumb drives, camera media, CDs, DVDs) and data held for you by 3d parties.
1
In what
reasonably usable Is it reasonably
What time period form can you accessible? How can you preserve it for
2 | Source name What is it? Where is it? | does it cover? How much? |What form is itin? produce it? If not, why not? the next four years?
3
4

7. The time required to complete the assignment will vary depending upon the number and
variety of sources and your ability to ascertain the required metrics. If it takes more than
several hours, you’re overdoing it. If it takes under an hour or two, chances are you haven’t
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10.

considered all sources or collected enough metrics. You need not consider paper document
sources but instead concentrate your efforts on electronically stored information.

For this exercise, you are free to seek information from any source so long as you do not
delegate the core effort to anyone else. You need not contact others (e.g., employers,
schools, family) for specific metrics.

If you have questions, e-mail them to me at craig@ball.net.

As you work on this project, please reflect on the pervasiveness and variety of digital
information; then, consider what might be required to data map a government agency or a
corporation facing a class action or regulatory inquiry. Observe how little you may know
about the nature and extent of data others hold for and about you. Further, be sensitive to
any reluctance you feel about disclosing information and the thought and time required to
marshal the data. How might such feelings in your clients and their employees impede a
thorough and accurate data mapping effort? What strategies might attorneys employ to
elicit information and prevent clients from falsely checking “none” on a questionnaire or
furnishing incomplete data?
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Mastering E-Mail in Discovery

Introduction

Get the e-mail! 1t's long been the war cry in e-discovery. It’s a recognition of e-mail’s enduring
importance and ubiquity. We go after e-mail because it accounts for the majority of business
communications and because, despite years of cautions and countless headlines tied to e-mail
improvidence, e-mail users still let their guards down and reveal plainspoken truths they’d never
putin a memo.

If you're on the producing end of a discovery request, you not only worry about what the messages
say, but also whether you and your client can find, preserve and produce all responsive items.
Questions like these should keep you up nights:

e Will the client simply conceal damning messages, leaving counsel at the mercy of an angry

judge or disciplinary board?

e Will employees seek to rewrite history by deleting “their” e-mail from company systems?

e Will the searches employed prove reliable and be directed to the right digital venues?

e Will review processes unwittingly betray privileged or confidential communications?
Meeting these challenges begins with understanding e-mail technology well enough to formulate
a sound, defensible strategy. For requesting parties, it means grasping the technology well enough
to assess the completeness and effectiveness of your opponent’s e-discovery efforts.

Not Enough Eyeballs

Futurist Arthur C. Clarke said, “Any sufficiently advanced technology is indistinguishable from
magic.” E-mail, like television or refrigeration, is one of those magical technologies we use every
day without really knowing how it works. “It’s magic to me, your Honor,” won’t help you when the
e-mail pulls a disappearing act. Judges expect you to pull that e-mail rabbit out of your hat.

A lawyer managing electronic discovery is obliged to do more than just tell their clients to “produce
the e-mail.” The lawyer must endeavor to understand the client’s systems and procedures, as well
as ask the right questions of the right personnel. Too, counsel must know when he or she isn’t
getting trustworthy answers. That’s asking a lot, but virtually all business documents are born
digitally and only a tiny fraction are ever printed.®” Hundreds of billions of e-mails traverse the
Internet daily, far more than telephone and postal traffic combined,®® and the average business

67 Extrapolating from a 2003 updated study compiled by faculty and students at the School of Information Management
and Systems at the University of California at Berkeley. http://www?2.sims.berkeley.edu/research/projects/how-much-
info-2003/ (visited 5/18/2013)

68 hitp://www.radicati.com/wp/wp-content/uploads/2013/04/Email-Statistics-Report-2013-2017-Executive-Summary.pdf
(visited 5/26/2016)

307


http://www2.sims.berkeley.edu/research/projects/how-much-info-2003/
http://www2.sims.berkeley.edu/research/projects/how-much-info-2003/
http://www.radicati.com/wp/wp-content/uploads/2013/04/Email-Statistics-Report-2013-2017-Executive-Summary.pdf

person sends and receives roughly 123 e-mails daily. And the e-mail volumes continue to grow
even as texting and other communications channels have taken off.

Neither should we anticipate a significant decline in users’ propensity to retain their e-mail. Here
again, it’s too easy and, at first blush, too cheap to expect users to selectively dispose of e-mail and
still meet business, litigation hold and regulatory obligations. Our e-mail is so twisted up with our
lives that to abandon it is to part with our personal history.

This relentless growth isn’t happening in just one locale. E-mail lodges on servers, cell phones,
laptops, home systems, thumb drives and in the cloud. Within the systems, applications and
devices we use to store and access e-mail, most users and even most IT professionals don’t know
where messages lodge or exactly how long they hang around.

Test Your E.Q.

Suppose opposing counsel serves a preservation demand or secures an order compelling your client
to preserve electronic messaging. Are you assured that your client can and will faithfully back up
and preserve responsive data? Even if it's practicable to capture and set aside the current server
e-mail stores of key custodians, are you really capturing all or even most of the discoverable
communications? How much is falling outside your net, and how do you assess its importance?

Here are a dozen questions you should be able to confidently answer about your client’s
communication systems:

1. What messaging environment(s) does your client employ? Microsoft Exchange, IBM
Domino, Office 365 or something else?

2. Do all discoverable electronic communications come in and leave via the company’s e-mail
server?

3. Is the e-mail system configured to support synchronization with local e-mail stores on
laptops and desktops?
How long have the current e-mail client and server applications been used?

5. What are the message purge, retention, journaling and archival settings for each key
custodian?

6. Can your client disable a specific custodian’s ability to delete messages?

7. Does your client’s backup or archival system capture e-mail stored on individual user’s hard
drives, including company-owned laptops?

8. Where are e-mail container files stored on laptops and desktops?

9. How should your client collect and preserve relevant web mail?

10. Do your clients’ employees use home machines, personal e-mail addresses or browser-
based e-mail services like Gmail for discoverable business communications?
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11. Do your clients’ employees use instant messaging on company computers or over company-
owned networks?

12. Does your client permit employee-owned devices to access the network or e-mail system?
If you are troubled that you can’t answer these questions, you should be; but know you’re not
alone. Despite decades of dealing with e-mail in discovery, most lawyers still can’t. And if you're
a lawyer, don’t delude yourself that these are someone else’s issues, e.g., your litigation support
people or IT expert. These are your issues when it comes to dealing with the other side and the
court about the scope of e-discovery.

Staying Out of Trouble

Fortunately, the rules of discovery don’t require you to do the impossible. All they require is
diligence, reasonableness and good faith. To that end, you must be able to establish that you and
your client acted swiftly, followed a sound plan, and took such action as reasonable minds would
judge adequate to the task. It’s also important to keep the lines of communication open with the
opposing party and the court, seeking agreement with the former or the protection of the latter
where fruitful. I'm fond of quoting Oliver Wendell Holmes’ homily, “Even a dog knows the
difference between being stumbled over and being kicked.” Judges, too, have a keen ability to
distinguish error from arrogance. There’s no traction for sanctions when the failure to produce
electronic evidence occurred despite good faith and due diligence.

...And You Could Make Spitballs with It, Too

Paper discovery enjoyed a self-limiting aspect because businesses tended to allocate paper records
into files, folders and cabinets according to persons, topics, transactions or periods of time. The
space occupied by paper and the high cost to create, manage and store paper records served as a
constant impetus to cull and discard them, or even to avoid creating them in the first place. By
contrast, the ephemeral character of electronic communications, the ease of and perceived lack of
cost to create, duplicate and distribute them and the very low direct cost of data storage have
facilitated a staggering and unprecedented growth in the creation and retention of electronic
evidence. At 123 e-mails per day, a company employing 100,000 people could find itself storing
almost 4.5 billion e-mails annually.

Did You Say Billion?

But volume is only part of the challenge. Unlike paper records, e-mail tends to be stored in massive
data blobs. My e-mail comprises almost 25 gigabytes of data and contains over 100,000 messages,
many with multiple attachments covering virtually every aspect of my life and many other people’s
lives, too. In thousands of those e-mails, the subject line bears only a passing connection to the
contents as “Reply to” threads strayed further and further from the original topic. E-mails meander
through disparate topics or, by absent-minded clicks of the “Forward” button, lodge in my inbox
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dragging with them, like toilet paper on a wet shoe, the unsolicited detritus of other people’s
business.

To respond to a discovery request for e-mail on a topic, I'd either need to skim/read a horrific
number of messages or I'd have to naively rely on keyword search to flush out all responsive
material. If the request for production implicated material | no longer kept on my current computer
or web mail collections, I'd be forced to root around through a motley array of archival folders, old
systems, obsolete disks, outgrown hard drives, ancient backup tapes (for which | currently have no
tape reader) and unlabeled CDs. Ugh!

Net Full of Holes

I’m just one guy. What’s a company to do when served with a request for “all e-mail” on a matter
in litigation? Surely, | mused, someone must have found a better solution than repeating the
tedious and time-consuming process of accessing individual e-mail servers at far-flung locations
along with the local drives of all key players’ computers?

In researching this text, | contacted colleagues in both large and small electronic discovery
consulting groups, inquiring about “the better way” for enterprises, and was struck by the
revelation that, if there was a better mousetrap, they hadn’t discovered it either. Uniformly, we
recognized such enterprise-wide efforts were gargantuan undertakings fraught with uncertainty
and concluded that counsel must somehow seek to narrow the scope of the inquiry—either by data
sampling, use of advanced analytics or through limiting discovery according to offices, regions, time
span, business sectors or key players. Trying to capture everything, enterprise-wide, is trawling
with a net full of holes.

New Tools

The market has responded in recent years with tools that either facilitate search of remote e-mail
stores, including locally stored messages, from a central location (i.e., enterprise search) or which
agglomerate enterprise-wide collections of e-mail into a single, searchable repository (i.e., e-mail
archiving), often reducing the volume of stored data by so-called “single instance deduplication,”
rules-based journaling and other customizable features.

These tools, especially enterprise archival and advanced analytics termed “TAR” or “Predictive
Coding,” promise to make it easier, cheaper and faster to search and collect responsive e-mail, but
they’re costly and complex to implement. Neither established standards nor a leading product has
emerged. Further, it remains to be seen whether the practical result of a serial litigant employing
an e-mail archival system is that they—for all intents and purposes--end up keeping every message
for every employee and becoming increasingly dependent upon fraught electronic search to cull
wheat from chaff.

E-Mail Systems and Files
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The “behind-the-firewall” corporate and government e-mail environment is dominated by two
well-known, competitive product pairs: Microsoft Exchange Server and its Outlook e-mail client and
IBM Lotus Domino server and its Lotus Notes client. A legacy environment called Novell GroupWise
occupies a negligible third place, largely among government users.

Increasingly, corporate and government e-mail environment no longer live behind-the-firewall but
are ensconced in the Cloud. Cloud products such as Google Apps and Microsoft Office 365 now
account for an estimated 20-25% market shares, with Microsoft claiming that 4 out of 5 Fortune
500 companies use Office 365.

When one looks at personal and small office/home office business e-mail, it’s rare to encounter
LOCAL server-based systems. Here, the market belongs to Internet service providers (e.g., the
major cable and telephone companies) and web mail providers (e.g., Gmail and Yahoo! Mail). Users
employ a variety of e-mail client applications, including Microsoft Outlook, Apple Mail and, of
course, their web browsers and webmail. This motley crew and the enterprise behemoths are
united by common e-mail protocols that allow messages and attachments to be seamlessly handed
off between applications, providers, servers and devices.

Mail Protocols

Computer network specialists are always talking about this “protocol” and that “protocol.” Don’t
let the geek-speak get in the way. An application protocol or APl is a bit of computer code that
facilitates communication between applications, i.e., your e-mail client and a network like the

|II

Internet. When you send a snail mail letter, the U.S. Postal Service’s “protocol” dictates that you
place the contents of your message in an envelope of certain dimensions, seal it, add a defined
complement of address information and affix postage to the upper right-hand corner of the
envelope adjacent to the addressee information. Only then can you transmit the letter through the
Postal Service’s network of post offices, delivery vehicles and postal carriers. Omit the address, the
envelope or the postage—or just fail to drop it in the mail—and Grandma gets no Hallmark this
year! Likewise, computer networks rely upon protocols to facilitate the transmission of
information. You invoke a protocol—Hyper Text Transfer Protocol—every time you type http.// at

the start of a web page address.

Incoming Mail: POP, IMAP, MAPI and HTTP E-Mail

Although Microsoft Exchange Server rules the roost in enterprise e-mail, it’s by no means the most
common e-mail system for the individual and small business user. If you still access your personal
e-mail from your own Internet Service Provider, chances are your e-mail comes to you from your
ISP’s e-mail server in one of three ways: POP3, IMAP or HTTP, the last commonly called web- or
browser-based e-mail. Understanding how these three protocols work—and differ—helps in
identifying where e-mail can be found.
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POP3 (Post Office Protocol, version 3) is the oldest and was once the most common of the three
approaches and the one most familiar (by function, if not by name) to users of the Windows Mail,
Outlook Express and Eudora e-mail clients. But, it’s rare to see many people using POP3 e-mail
today. Using POP3, you connect to a mail server, download copies of all messages and, unless you
have configured your e-mail client to leave copies on the server, the e-mail is deleted on the server
and now resides on the hard drive of the computer you used to pick up mail. Leaving copies of your
e-mail on the server seems like a great idea as it allows you to have a backup if disaster strikes and
facilitates easy access of your e-mail, repeatedly, from different computers. However, few ISPs
afforded unlimited storage space on their servers for users’ e-mail, so mailboxes quickly became
“clogged” with old e-mails, and the servers started bouncing new messages. As a result, POP3 e-
mail typically resides only on the local hard drive of the computer used to read the mail and on the
backup system for the servers which transmitted, transported and delivered the messages. In
short, POP is locally-stored e-mail that supports some server storage; but, again, this once dominant
protocol is little used anymore.

IMAP (Internet Mail Access Protocol) functions in much the same fashion as most Microsoft
Exchange Server installations in that, when you check your messages, your e-mail client downloads
just the headers of e-mail it finds on the server and only retrieves the body of a message when you
open it for reading. Else, the entire message stays in your account on the server. Unlike POP3,
where e-mail is searched and organized into folders locally, IMAP e-mail is organized and searched
on the server. Consequently, the server (and its backup tapes) retains not only the messages but
also the way the user structured those messages for archival.

Since IMAP e-mail “lives” on the server, how does a user read and answer it without staying
connected all the time? The answer is that IMAP e-mail clients afford users the ability to
synchronize the server files with a local copy of the e-mail and folders. When an IMAP user
reconnects to the server, local e-mail stores are updated (synchronized) and messages drafted
offline are transmitted. So, to summarize, IMAP is server-stored e-mail, with support for
synchronized local storage.

A notable distinction between POP3 and IMAP e-mail centers on where the “authoritative”
collection resides. Because each protocol allows for messages to reside both locally
(“downloaded”) and on the server, it’s common for there to be a difference between the local and
server collections. Under POP3, the local collection is deemed authoritative whereas in IMAP the
server collection is authoritative. But for e-discovery, the key point is that the contents of the local
and server e-mail stores can and do differ.

MAPI (Messaging Application Programming Interface) is the e-mail protocol at the heart of

Windows and Microsoft’s Exchange Server applications. Simple MAPI comes preinstalled on

Windows machines to provide basic messaging services. A more sophisticated version of MAPI
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(Extended MAPI) is installed with Microsoft Outlook and Exchange. Like IMAP, MAPI e-mail is
typically stored on the server and not necessarily on the client machine. The local machine may be
configured to synchronize with the server mail stores and keep a copy of mail on the local hard
drive (typically in a Personal Storage file with the extension .PST or an Offline Synchronization file
with the extension .0OST), but this is user- and client application-dependent. Though it’s rare
(especially for laptops) for there to be no local e-mail stores for a MAPI machine, it’s nonetheless
possible and companies have lately endeavored to do away with local e-mail storage on laptop and
desktop computers. When machines are configured to bar creation of local PST and OST files, e-
mail won’t be found on the local hard drive except to the extent fragments may turn up through
computer forensic examination.

HTTP (Hyper Text Transfer Protocol) mail, or web-based/browser-based e-mail, dispenses with the
local e-mail client and handles all activities on the server, with users managing their e-mail using
their Internet browser to view an interactive web page. Although most browser-based e-mail
services support local POP3 or IMAP synchronization with an e-mail client, most users have no local
record of their browser-based e-mail transactions except for messages they’ve affirmatively saved
to disk or portions of e-mail web pages which happen to reside in the browser’s cache (e.g., Internet
Explorer’s Temporary Internet Files folder). Gmail and Yahoo! Mail are popular examples of
browser-based e-mail services, although many ISPs (including all the national providers) offer
browser-based e-mail access in addition to POP and IMAP connections.

The protocol used to carry e-mail is not especially important in electronic discovery except to the
extent that it signals the most likely place where archived and orphaned e-mail can be found.
Companies choose server-based e-mail systems (e.g., IMAP and MAPI) for two principal reasons.
First, such systems make it easier to access e-mail from various locations and machines. Second,
it’s easier to back up e-mail from a central location. Because IMAP and MAPI systems store e-mail
on the server, the backup system used to protect server data can yield a mother lode of server e-
mail.

Depending upon the backup procedures used, access to archived e-mail can prove a costly and
time-consuming task or a relatively easy one. The enormous volume of e-mail residing on backup
tapes and the potentially prohibitive cost to locate and restore that e-mail makes discovery of
archived e-mail from backup tapes a major bone of contention between litigants. In fact, most
reported cases addressing cost-allocation in e-discovery seem to have been spawned by disputes
over e-mail on server backup tapes.

Outgoing Mail: SMTP and MTA
Just as the system that brings water into your home works in conjunction with a completely
different system that carries wastewater away, the protocol that delivers e-mail to you is
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completely different from the one that transmits your e-mail. Everything discussed in the preceding
paragraphs concerned the protocols used to retrieve e-mail from a mail server.

Yet another system altogether, called SMTP for Simple Mail Transfer Protocol, takes care of
outgoing e-mail. SMTP is indeed a remarkably simple protocol and doesn’t even require
authentication, in much the same way as anyone can anonymously drop a letter into a mailbox. A
server that uses SMTP to route e-mail over a network to its destination is called an MTA for Message
Transfer Agent. Examples of MTAs you might hear mentioned by IT professionals include Sendmail,
Exim, Qmail and Postfix. Microsoft Exchange Server is an MTA, too. In simplest terms, an MTA is
the system that carries e-mail between e-mail servers and sees to it that the message gets to its
destination. Each MTA reads the code of a message and determines if it is addressed to a user in
its domain and, if not, passes the message on to the next MTA after adding a line of text to the
message identifying the route to later recipients. If you’ve ever set up an e-mail client, you’ve
probably had to type in the name of the servers handling your outgoing e-mail (perhaps
SMTP.yourISP.com) and your incoming messages (perhaps mail.yourISP.com or POP.yourISP.com).

Anatomy of an E-Mail

Now that we’ve waded through the alphabet soup of protocols managing the movement of an e-
mail message, let’s look inside the message itself. Considering the complex systems on which it
lives, an e-mail is astonishingly simple in structure. The Internet protocols governing e-mail
transmission require electronic messages to adhere to rigid formatting, making individual e-mails
easy to dissect and understand. The complexities and headaches associated with e-mail don’t really
attach until the e-mails are stored and assembled into databases and local stores.

An e-mail is just a plain text file. Though e-mail can be “tricked” into carrying non-text binary data
like application files (i.e., a Word document) or image attachments (e.g., GIF or JPEG files), this
piggybacking requires binary data be encoded into text for transmission. Consequently, even when
transmitting files created in the densest computer code, everything in an e-mail is plain text.
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E-Mail Autopsy: Tracing a Message’s Incredible Journey

The image below left is an e-mail | sent to computerforensics@gmail.com from my alias
craig@ball.net using my Gmail account craigball@gmail.com. Atiny JPG photograph was attached.
A user might see the e-mail below left and mistakenly assume that what they see is all there is. Far

from it! The image below right contains the source code of the e-mail.®® Viewed in its “true” and
complete format, it’s too long to legibly appear on one page. So, let’s dissect it by looking at its
constituent parts: message header, message body and encoded attachment

Understanding an E-Mail's Incredible Journey & 8 o
Inbox  x s
MESSAGE
Craig Ball @ 4:23 PM (10 minutes ago) - -

omo - HEADER

Any data or attachment we send via e-mail must be encoded as alphanumeric
characters using an Internet standard called "MIME" for Multipurpose Internet Mail
Extensions. So, whether you're sending documents, images, sounds, video

or computer programs, the attachment must be converted to letters and numbers
so that it "looks" like a text message and can pass via SMTP. Such "content
transfer encoding" comes in three principal forms of binary-to-

text: Base64, quoted-printable and 7Bit

And, yes, this technical minutiae has a very real impact on electronic discovery

Certified Computer Forensic Examiner
3723 Lost Creek Bivd

Austin, Texas 78735

TEL: 512-514-0182

MBL: 713-320-6066

GV: (740) 4RENSIC

E-MAIL: craig@ball net

WEB: www craigball.com

BLOG: www ballinyourcourt com

and search ' - )

~ -MESSAGE
Craig Ball -
Attorney and Forensic Technologist B O DY

ENCODED

ATTACHMENT

69 While viewing a Gmail message, you can display the source code for a message by selecting “Show original” from the
message options drop-down menu. By default, Outlook makes only some encoded header content readily viewable at
message Properties—the complete source code of incoming e-mail is not recorded absent a system Registry edit, which
is not a casual operation!
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MESSAGE HEADER

Delivered-To: computerforensics@gmail.com
Received: by 10.129.51.76 with SMTP id z73csp352014ywz;
Fri, 27 May 2016 14:23:19 -0700 (PDT)
¥-Received: by 10.55.116.69 with SMTP id péémrlé076053gkc.129.1464384199340;
Fri, 27 May 2016 14:23:19 -0700 (PDT)
Return-Path: <craigball@gmail.com>
Received: from mail-qg0-f47.google.com (mail-gg0-f47.google.com. [209.85.192.47])
by mx.google.com with ESMTPS id 137s5i18766698gkg.117.2016.05.27.14.23.19
for <computerforensics@gmail.com>
[versicm=TLSl_2 cipher=ECDHE-RSA-AES128-GCM-SHA256 bits=128/128);
Fri, 27 May 2016 14:23:19 -0700 (PDT)
Received-SPF: pass (google.com: domain of craigball@gmail.com designates 209.85.192.47 as
permitted sender) client-ip=209.85.192.47;
Buthentication-Results: mx.google.com;
dkim=pass header.i=@gmail.com;
spf=pass (google.com: domain of craigball@gmail.com designates 209.85.192.47 as
permitted sender) smtp.mailfrom=craigball@gmail.com
Received: by mail-gg0-£f47.google.com with SMTP id j92s0547gga.0
for <computerforensics@gmail.com>; Fri, 27 May 2016 14:23:19 -0700 (PDT)
ALyKS8tIcImgplc/t/0 qsL5XZ1nGadMdHZYdrrgf I+NSR1zPmBen8BeYNhnLPG/ ZwnCIX%uY6s9n/BteHGzA==
MIME-Version: 1.0 @
¥-Received: by 10.1%¥238.66 with SMTP id j6é3mrl5641024ghc.48.1464384198894;
Fri, 27 May 2016 14:23:18 -0700 (PDT)

Sender: craigball@gmail.com
Received: by 10.55.209.142 with HTTP; Fri, 27 May 20le 14:23:18 -0700 {PDT)G
Date: Fri, 27 May 2016 16:23:18 -0500

X-Google-Sender-Auth: SqgZ326PT6-VsMBASFOhP7iLVyro

Message-ID: <CALckR-asl3NxO0glpbéwSal4Vim-9tY8y0935krBVBeNMvciZvQ@mail .gmail.com>
Subject: Understanding an E-Mail's Incredible Journey

From: Craig Ball <craig@ball.net>

To: Craig Ball <computerforensics@gmail.com> 9

l—————

Content-Type: multipart/mixed; boundary=001al1135933cfelc350533d98387

In an e-mail header, each line beginning with "Received" or X-Received” represents the transfer of
the message between two e-mail servers. The transfer sequence is reversed chronologically such
that those closest to the top of the header were inserted after those that follow, and the topmost
line reflects delivery to the recipient’s e-mail server and account, in this instance,
computerforensics@gmail.com. As the message passes through intervening hosts, each adds its
own identifying information along with the date and time of transit.

The area of the header labeled (A) contains the parts of the message designating the sender,
addressee, date, time and subject line of the message. These are the only features of the header
most recipients ever see. Note that the 24-hour message time has been recast as to a 12-hour
format when shown in Gmail.

In the line labeled “Date,” both the date and time of transmittal are indicated. The time indicated
is 16:23:18, and the “-0500” which follows denotes the time difference between the sender’s local
time (the system time on my computer in New Orleans, Louisiana during daylight savings time) and
Coordinated Universal Time (UTC), roughly equivalent to Greenwich Mean Time. Asthe offset from
UTC was minus five hours on May 27, 2016, we deduce that the message was sent from a machine
set to Central Daylight Time, giving some insight into the sender’s location. Knowing the originating

computer’s time and time zone can occasionally prove useful in demonstrating fraud or fabrication.
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E-mail must adhere to structural conventions. One of these is the use of a Content-Type declaration
and setting of content boundaries, enabling systems to distinguish the message header region from
the message body and attachment regions. The line labeled (B) advises that the message will be
“multipart/mixed,” indicating that there will be multiple constituents to the item (ie.,
header/message body/attachment), and that these will be encoded in different ways, hence
“mixed.” To prevent confusion of the boundary designator with message text, a complex sequence
of characters is generated to serve as the content boundary. The first boundary, declared as
“001a1135933cfe0c350533d98387,” serves to separate the message header from the message
body and attachment. It also signals the end of the message.

The message was created and sent using Gmail web interface; consequently, the first hop (C)
indicates that the message was transmitted using HTTP and first received by IP (Internet Protocol)
address 10.55.209.142 at 14:23:18 -0700 (PDT). Note that the server marks time in Pacific Daylight
Time, suggesting it may be located on the west coast. The message is immediately handed off to
another IP address 10.140.238.66 using Simple Mail Transfer Protocol, denoted by the initials
SMTP. Next, we see another SMTP hand off to Google’s server named “mail-qg0-f47.google.com”
and so on until delivery to my account, computerforensics@gmail.com.

In the line labeled (D), the message header declares the message as being formatted in MIME
(MIME-Version: 1.0).7° Ironically, there is no other version of MIME than 1.0; consequently, trillions
of e-mails have dedicated vast volumes of storage and bandwidth to this useless version
declaration.

Proceeding to dissect the message body seen on the next page, at line (E), we see our first boundary
value (--001a1135933cfe0c350533d98387) serving to delineate the transition from header to
message body. At line (F), another Content-Type declaration advises that this segment of the
message will be multipart/alternative (the alternatives being plain text or HTML) and a second
boundary notation is declared as 001a1135933cfe0c350533d98385. Note that the first boundary
ends in 387 and the second in 385. The second boundary is used at (G) to mark the start of the first
alternative message body, declared as text/plain at line (H).in plain text.

We then see the second boundary value used at line (1) to denote the start of the second alternative
message body, and the Content-Type declared to be text/html at line (J). The second boundary

70 MIME, which stands for Multipurpose Internet Mail Extensions, is a seminal Internet standard that supports non-
US/ASCII character sets, non-text attachments (e.g., photos, video, sounds and machine code) and message bodies
with multiple parts. Virtually all e-mail today is transmitted in MIME format.
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notation is then used to signal the conclusion of the multipart/alternative content.

MESSAGE BODY 0

--001al1135933cfe0c350533d98387
Content-Type: multipart/alternative; boundary=00151135933cf90c310533d98385e

--001al1135933cfe0c310533d98385
Content-Type: text/plain; charaet-UTF—Bm

Any data or attachment we send via e-mail must be encoded as alphanumeric
characters using an Internet standard called "*MIME*" for

*Multipurpose Internet Mail Extensions*. So, whether you're sending
documents, images, sounds, wvideo or computer programs, the attachment
must be converted to letters and numbers so that it "looks" like a text
message and can pass via SMTP. Such "content transfer encoding" comes in
three principal forms of binary-to-text: *Base64,* *quoted-printable *and
* TBit*.

And, yes, this technical minutiae has a very real impact on electronic
discovery and search.

Craig Ball

Attorney and Forensic Technologist
Certified Computer Forensic Examiner
3723 Lost Creek Blvd.

Austin, Texas 78735

TEL: 512-514-0182

MBL: 713-320-6066

GV: (740) 4RENSIC

E-MAIL: craig@ball.net

WEB: www.craigball.com

BLOG: www.ballinyourcourt.com

--001a1135933cfe0c310533d98335o o
Content-Type: text/html; charset=UTF-8
Content-Transfer-Encoding: quoted-printable

<div dir=3D"ltr"><div style=3D"font-size:12.8px">Any data or attachment we =
send via e-<span class=3D"">mail</span>=C2=A0Omust be encoded as alphanumeri=
c characters using an=C2=A0<span class=3D"">Internet</span>=CZ=A0standard c=
alled &guot;<strong>MIME</strong>&quot; for=C2=A0<em><span class=3D"">Multi=
purpose</span>=C2=A0<span class=3D"">Internet</span>=C2=A0<span class=3D"">=
Mail=C2=A0</span><span class=3D"">Extensions</span></em>.=C2=A0=C2=A0So0, wh=
ether you&#39;re sending documents, images, sounds, video or=CZ=A0computer =
programs, the attachment must=C2=A0be converted to letters and numbers so t=
hat it &gquot;looks&quot; like a text message and can pass via SMTP.=CZ=A0 S=
uch &guot;content transfer encoding&quot;=CZ=Alcomes in three principal for=
mz of binary-to-text:=CZ=A0<em>Basetd,</em>=C2=A0<em>quoted-printable=C2=A0=
</em>and<em>=CZ=A07Bit</em>.</div><div style=3D"font-size:12.8px">=C2=A0</d=
iv><div style=3D"font-size:12.8px">And, yes, this technical minutiae has a =
very real impact on electronic discovery and search.</div><div><div class=
=3D"gmail_ signature" data-smartmail=3D"gmail_ signature"><div dir=3D"ltr"><d=
iv><div>=C2=A0</div><div>Craiqg Ball<br>Attorney and Forensic Technologist<b=
r>Certified Computer Forensic Examiner<br>3723 Lost Creek Blvd.<br>Austin, =
Texas 78735<br><span style=3D"font-size:12.8px">TEL: 512-514-0182</span><br=
style=3D"font-size:12.8px"><span style=3D"font-size:12.8px">MBL: 713-320-6=
066</span></div><div>GV: (740) 4RENSIC<br>E-MAIL: <a href=3D"mailto:craig@b=
all.net" target=3D"_blank">craig@ball.net</a><br>WEB: <a href=3D"http://www=
.craigball.com" target=3D"_blank">www.craigball.com</a></div><div>BLOG: <a =
href=3D"http://www.ballinyourcourt.com" target=3D"_blank">www.ballinyourcou=
rt.com</a></div></div></div></div></div>

</div>

--001al1135933cfe0c310533d98385— a

| didn’t draft the message in either plain text or HTML formats, but my e-mail service thoughtfully
did both to ensure that my message won’t confuse recipients using (incredibly old) e-mail software
unable to display the richer formatting supported by HTML. For these recipients, the plain text
version gets the point across, albeit sans the bolding, italics, hyperlinks and other embellishments
of the HTML version.
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Turning to the last segment of the message, we see, at (L), the transition between the message
body and the attachment segments commemorated by our old friend 387, the first boundary
notation.

ATTACHMENTS L)

--001al1135933cfe0c350533d98387

Content-Type: image/jpeg; name="Ball-photo_76x50 pixels B&W.jpg"
Content-Disposition: attachment; filename="Ball-photo 76éx50 pixels B&W.jpg"
Content-Transfer-Encoding: baseé&4

¥X-Attachment-Id: £ iog8ehs40

/93 /4ARQSkZIRgABAQEAYABgAAD/ 2WBDAAYEBQYFBAYGBQYHBWY IChAKCgkJChQODWWQFXQYGBcU
FhYaHSUfGhsjHBYWICwgIyYnKSopGRE8tMCOoMCUOKS] /2wBDAQcHBwo IChMKChMoGhYaKCgoKCgo
KCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKC) /wRARCAAYARWDASTA
AhEBAXEBR/8QAHWAARQUBAQEBAQEAARANAAMANAECAWQFBgcICQoL/ 8QAtRAAAGEDAWIEAWUFBAQA
AAFI9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEIIOKxwRVS0fAKkM2JIyggkKFhcYGRo1JicoKSoONTY 3
ODk6QORFRkAISUPTVEVWV1hZWmNkZWZnaGlge3R1dnd4eXgDhIWGh4iJipKT1IWW151i ZmgKj pKWm
PeipgrKztLW2t7i5usLDxMXGx8JIJytLTINXW19jZ22uHi4+T15ufoberx8vP09fb3+Pn6/ 8QAHWEA
AwEBAQEBAQEBAQAAMAMAMRCAWQFBgcICQoL/8QAtREAAGECBAQDBACcFBAQARAQI3AAECAXEEBSEX
BhJBUQdhcRMiMoEIFEKRobHBCSMzUVAVYNLRChYKNOE18RcYGRomJygpKiUZNzg50kNERUZHSELK
UlRVV1dYWVEp] ZGVmZZhpanNOdXZ3eHl 6goOEhYaHi ImKkpOUlZaXmImacgOkpaangKmgsrOoOtba3
ulméwsPExcbHyMnKOtPUldbXZNna4uPk5ebnéOng8vP09fb3+Pné/ 9cADAMBAATIRAXEAPWD=zOKOC
scluvriWpaWeMcn86kiTSuner8CYxQBYsYPcl2umWBkOzegnélyliPnrstOviBprR46DAOASbxRrN
vodp5swLsDtSMH1 2 /wAKS8slbxPrusyMXupYYP4YYSUUDEOvV410vi6GTWPFKWrNiGJQox/ePJrr9p
BLW5tdkkKbVXABUUAeHtf3afeuZW/wB5if51t+Hb77UTI3EgT7Z61rel/AAXZ2B8rNAROQNNSTX+VCT
YzNp+oxylegG2n3FAHt3gOOWS 1WNHGRmvbLHTU J 2YyQu70PwFeRfDhgurxHAO4cV7jaAgqjDb/F/
QUAfLSRGT9avwB jpUEOWE4Her 0AzigCTYgTIOK300eRRFH94j8gybJcMCaé6jw/bl5C5XIPFAGLP3
hl1DrtlfgWmQLuQMOr4wT+nHlgxDgtZmrDT2tJH3 9d0RQCOx5B/SuwllFhmYESLxB83XFLNJZ1i7Mx
CrNyqOSwMAZOPWOASY8e3UEbT2u4fal LAr1KjPBNeVRWzXF1FECMs /UVOep60J/GGty4LNcu4djdH
T2kHPX04rT01 JX1WAKQGDFmISGKAPYPCEv2e6t3BxtY VT jpWgpcW70pyA2POFeF+GwpB3dhxXo3h
K7TK6Y6nBxK38hQBS5BD1P1lg/BxyxwB61lmRy8sE/OpAzy2 TMmSynp7igDYilaljYKiyzEdfLTj8zxW
veceOI9MOK7SztIJBEfOpSJIZ2xhGPQ/hkVz1gfNhVhONZmvOI TNZW+5FIrMfbetAHruiyy7Ht 3kPngOG
bkkevvWR4+1CSz0eaK4jFxGEJYoSrEYwWMOupBe9gsaqZEghvLN154jGVJeMPSvLVHHJvUdAREtZbGE
tkglDYLg9QPagDz+9tFgit5gJEE0Jw/Xg4rQ0S4tIGULtPHSsmABzwPSuevbpS5cKXJCBZIgpk0Ae7
6DMPEKBQhs+hr 0DwoP+Jc+Tz5p/ kK+UrHUbux1WS0uJYmUSGluPyr234d+05JtAbTha+Z20kxUuibQ
3yrzjB8aAMGxP7vBACtGZ4AnmHbIP6UUUAWLTiacDpuHFVPEQEBOavkA/Kf6UUUAd]) ZOzeDLFmZixt
0jknnO0V5Z47AaCLZ2GXBwDecevS0UUAedHr +NJRRQADr XpvwIUDQSMAL69u3+ytFFAH/ /2Q==
--001al1135933cfe0c350533d98387-- @

At (M), we see another declaration of Content-Type, now as an image in the JPEG format common
to digital photography. The “name” segment identifies the item encoded and the Content-
Disposition designates how the item is to be handled on delivery; here, as an attachment to be
assigned the same filename when decoded at its destination. But where is the JPG photo?

Recall that to travel as an e-mail attachment, binary content (like photos, sound files, video or
machine codes) must first be converted to plain text characters. Thus, the photograph has been
encoded to a format called base64, which substitutes 64 printable ASCII characters (A-Z, a-z, 0-9,
+and /) for any binary data or for foreign characters, like Cyrillic or Chinese, that can be represented
by the Latin alphabet.” Note the declaration in (M), “Content-Transfer-Encoding: base64.”

7% A third common transfer encoding is called “quoted-printable” or “QP encoding.” It facilitates transfer of non-ASCII 8-
bit data as 7-bit ASCII characters using three ASCII characters (the "equals” sign followed by two hexadecimal
characters: 0-9 and A-F) to stand in for a byte of data Quoted-printable is employed where the content to be encoded is
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Accordingly, the attached JPEG photograph with the filename “Ball-photo_76x50 pixels_B&W.jpg,”
has been encoded from non-printable binary code into those 26 lines of apparent gibberish
comprising nearly 2,000 plain text characters (N). It’s now able to traverse the network as an e-
mail, yet easily be converted back to binary data when the message reaches its destination.

/93 /4AN SkZ)RWAQEAYABQAAD/ZVBDMVEBQYFGAYGBQVMBWIChAngk)ChQOMFxQVGBCU
e FhYaHSUfGhs JHBYWICWGTyYNKSOPGRE tMCOOMCUOKS j /2wBDAQCHBwOIChMKChMOGhYaKCgoKCgo
[ g ure KCgoKCgOKCgoKCgoKCgoKCgoKCgOKCGoKCGOKCgOKCOKCGOKCGOKCGOKT /WAARCAAYAEWDASIA
AhEBAxEB/&QA}MAAAQUMQGBAQEAMAAMMMECANQFB?CICQOL/WIRAMQEDANIEAWFBW
AAFIAQIDAAQRBRIhMUEGE1FhByY I xFOKBKAEITOKXxwRVSOTAKM2 JyggkKFhCYGRO111COKSOONTY3
0Dk6QORFRKAISUPTVFVWV1hZwmNkZwZnaG 1 qc3R1dnd4exXqDhIwGh4 131 pKT1Iww1 51 ZmgKj pkwe
poipqrKztiw2t715usLDXMXGX8 ] IYtLTINXWI9j Z2uHi 44T 15ufoberx8vrP09fb3+Pn6/
AwEBAQEBAQE BAQAAAAAAAAE CAWQFBGCICQOL /8QAtREAAQECBAQDBACFBAQAAQ) 3AAECAXEEBSEX
2h)euQdhcRMiMOEIFEXRODHBCSMZUVAVYNLRChYKNOE 1 8RCYGROM) ygpK jU2NZgSOKNERUZHSE 1K
UVIRWIdYwWVp]jZGvmZ2hpanNOdxZ3eH16go0EhYaHi ImKkpoulZaxmimaoqokpaangkmqs roOtba3
uLmbws PExcbHyMnKOtPU1dbX2NnaduPk Sebn60nq8vP09fb3+Pn6/I0ADAMBAATRAX EAPWDZOKOC
scluvrwpaweMcn86kiTSuner8CYxQBYsYPcl2umwek0zeqn6lyliPnrstOvjBprR46DA0ASDXRIN
vodpSSWLSDTSMH1 2 /wAKSS 1bXPrusyMXupYYP4YYSUUDSOVA10vi 6GTWPFKWIN1GIQoX/ePIrrIp
SLwStdkkkbvxaBuuAent f3afeuzw/wBSi FS1t+Hb77U7I3Eg7Z61rel /AAXZ28rNARQNNSTX4VCT
YZNP+OXyICqG2n3FAHT3g00WS IWNHGRmVDLHTU} jZYyQu70PwFeR fOhgurxHAO4cV7 jaaqiob/F/
QUAfLsRmawajpqu«EMerOAzigc?Yquox oonmm;s ybIcMCabjw/b15SCSXIPFAGLP3
h1Drt1fqwmQLuQMOrdwT+nH1gxDQt2mrOT2tIH39d0RQQCOX58/Suw0TFhmYESLX83XFLNIZi 7Mx
CrNyqOSWMAZOPWOASYBe3UEbT2ud4 falLAr1K ] PENEVRWZXFLFECMS /UV0ep60] /GGLty4LNCud jdH
I2kHPX04rI01 IXIWAKQGDFMISGKAPYPCEV2ebt3BXLYVT jpwqpcw70pyA2POFeF+GwpB3dhxxo3h
K7K6Y6nBxK38hQB58D1P1q sxyxnstySS\E'(OpAzyZ7M|Synp71'govilaleKiyzEdeTjazxi
vCeOIIMOK7SztIBFOpSI2xhGPQ/hkvz1qfNhVhONZevOI7NZW+SFIrMfbetAHrui yy7Ht 3kPnqoG
bkkevvwR4+1CSz0eaK4jFXGEIYOSrEYWMIupB69qsaqZEghvIN1S4jGVIGMPSVLVHH j VUARtZDGE
tkg1DYLGIQPagDZz+9tFgitSgIEEOIW/Xg4 rQOSAtIGULPHS sSmABZwPSuevbpScKXIC8ZIqpk0Ae7
6oMPKBQhS+h P»JcoT:‘g/kxouruubuxlwsowvnuscluvyrzudooSJtAb?baozokxuui'bQ
3yrzj8aAMGxP7vBACTG24nmHb IPEUUUAWLT i acDpUHFVPEQBBOaVKA/Kf6UUUADjZ0ZzeDLFmZixt
0JknnO0VSZ47AaCZ2GX8wDCcevSOUVAedHr +NIRRQADFXpVWIUDQSMAFEIU3 +ytFFAH/ /2Qe=

Finally, the message transmission concludes with the first boundary notation at (0).

The lesson from this is that what you see displayed in your e-mail client application isn’t really the
e-mail. It’s an arrangement of selected parts of the message, frequently modified in some respects
from the native message source that traversed the network and Internet and, as often,
supplemented by metadata (like message flags, contact data and other feature-specific
embellishments) unique to your software and setup. What you see handily displayed as a discrete
attachment is encoded into the message body. The time assigned to the message is calculated
relative to your machine’s time and DST settings. Even the sender’s name may be altered based
upon the way your machine and contact’s database are configured. What you see is not always
what you get (or got).

Hashing and Deduplication

The ability to “fingerprint” data using hash algorithms makes it possible to identify identical files
without the necessity of examining their content. If the hash values of two files are identical, the
files are identical. As previously discussed, this file-matching ability allows hashing to be used to
deduplicate collections of electronic files before review, saving money and minimizing the potential
for inconsistent decisions about privilege and responsiveness for identical files.

Although hashing is a useful and versatile technology, it has a few shortcomings. Because the tiniest
change in a file will alter that file’s hash value, hashing is of little value in comparing files that have

predominantly ASCII text coupled with some non-ASCII items. Its principal advantage is that it allows the encoded data
to remain largely intelligible to readers.
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any differences, even if those differences have no bearing on the substance of the file. Applied to
e-mail, we understand from our e-mail “autopsy” that messages contain unique identifiers, time
stamps and routing data that would frustrate efforts to compare one complete message to another
using hash values. Looking at the message as a whole, multiple recipients of the same message
have different versions insofar as their hash values.

Consequently, deduplication of e-mail messages is accomplished by calculating hash values for
selected segments of the messages and comparing those segment values. Thus, hashing e-mails
for deduplication will omit the parts of the header data reflecting, e.g., the message identifier and
the transit data. Instead, it will hash just the data seenin, e.g., the To, From, Subject and Date lines,
message body and encoded attachment. If these match, the message can be said to be practically
identical.

By hashing particular segments of messages and selectively comparing the hash values, it’s possible
to gauge the relative similarity of e-mails and perhaps eliminate the cost to review messages that
are inconsequentially different. This concept is called “near deduplication.” It works, but it’s
important to be aware of exactly what it’s excluding and why. It’s also important to advise your
opponents when employing near deduplication and ascertain whether you’re mechanically
excluding evidence the other side deems relevant and material.

Hash deduplication of e-mail is tricky. Time values may vary, along with the apparent order of
attachments. These variations, along with minor formatting discrepancies, may serve to prevent
the exclusion of items defined as duplicates. When this occurs, be certain to delve into the reasons
why apparent duplicates aren’t deduplicating, as such errors may be harbingers of a broader
processing problem.

Local E-Mail Storage Formats and Locations
Suppose you’'re faced with a discovery request for a client’s e-mail and there’s no budget or time
to engage an e-discovery service provider or ESI expert?

Where are you going to look to find stored e-mail, and what form will it take?

"Where's the e-mail?" It's a simple question, and one answered too simply and often wrongly by,
"It's on the server" or "The last 60 days of mail is on the server and the rest is purged." Certainly,
much e-mail will reside on the server, but most e-mail is elsewhere; and it's never all gone in
practice, notwithstanding retention policies. The true location and extent of e-mail depends on
systems configuration, user habits, backup procedures and other hardware, software and
behavioral factors. This is true for mom-and-pop shops, for large enterprises and for everything in-
between.
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Going to the server isn’t the wrong answer. It’s just not the entire answer. In a matter where | was
tasked to review e-mails of an employee believed to have stolen proprietary information, | went
first to the company’s Microsoft Exchange e-mail server and gathered a lot of unenlightening e-
mail. Had | stopped there, | would've missed the Hotmail traffic in the Temporary Internet Files
folder and the Short Message Service (SMS) exchanges in the smartphone synchronization files. I'd
have overlooked the Microsoft Outlook archive file (archive.pst) and offline synchronization file
(Outlook.ost) on the employee’s laptop, collectively holding thousands more e-mails, including
some “smoking guns” absent from the server. These are just some of the many places e-mails
without counterparts on the server may be found. Though an exhaustive search of every nook and
cranny may not be required, you need to know your options in order to assess feasibility, burden
and cost.

E-mail resides in some or all of the following venues, grouped according to relative accessibility:
Easily Accessible:

E-Mail Server: E-mail residing in active files on enterprise servers: MS Exchange e.g., (.edb, .stm,
log files), Office 365, Lotus Notes (.nsf files).

File Server: E-mail saved as individual messages or in container files on a user’s network file storage
area (“network share”).

Desktops and Laptops: E-mail stored in active files on local or external hard drives of user
workstation hard drives (e.g., .pst, .ost files for Outlook and .nsf for Lotus Notes), laptops (.ost, .pst,
.nsf), mobile devices, and home systems, particularly those with remote access to networks.

OLK system subfolders holding viewed attachments to Microsoft Outlook messages, including
deleted messages.

Mobile devices: An estimated 65% of e-mail messages were opened using mobile phones and
tablets in Q4 2015. As many of these were downloaded to a local mail app, they reside on the
device and do not necessarily lose such content when the same messages are deleted from the
server. E-mail on mobile devices is readily accessible to the user, but poses daunting challenges for
preservation and collection in e-discovery workflows.

Nearline e-mail: Optical "juke box" devices, backups of user e-mail folders.

Archived or journaled e-mail: e.g.,, HP Autonomy Zantaz Enterprise Archive Solution, EMC
EmailXtender, NearPoint Mimosa, Symantec Enterprise Vault.
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Accessible, but Often Overlooked:

E-mail residing on non-party servers: ISPs (IMAP, POP, HTTP servers), Office 365, Gmail, Yahoo!
Mail, Hotmail, etc.

E-mail forwarded and cc'd to external systems: Employee forwards e-mail to self at personal e-mail
account.

E-mail threaded as text behind subsequent exchanges.

Offline local e-mail stored on removable media: External hard drives, thumb drives and memory
cards, optical media: CD-R/RW, DVD-R/RW, floppy drives, zip drives.

Archived e-mail: Auto-archived or saved under user-selected filename.
Common user "flubs": Users experimenting with export features unwittingly create e-mail archives.

Legacy e-mail: Users migrate from e-mail clients "abandoning" former e-mail stores. Also, e-mail
on mothballed or re-tasked machines and devices.

E-mail saved to other formats: PDF, .tiff, .txt, .eml, .msg, etc.

E-mail contained in review sets assembled for other litigation/compliance purposes.
E-mail retained by vendors or third- parties (e.g., former service provider or attorneys)
Paper print outs.

Less Accessible:

Offline e-mail on server backup tapes and other media.

E-mail in forensically accessible areas of local hard drives and re-tasked/reimaged legacy machines:
deleted e-mail, internet cache, unallocated clusters.

The levels of accessibility above speak to practical challenges to ease of access, not to the burden
or cost of review. The burden continuum isn’t a straight line. That is, it may be less burdensome
or costly to turn to a small number of less accessible sources holding relevant data than to broadly
search and review the contents of many accessible sources. Ironically, it typically costs much more
to process and review the contents of a mail server than to undertake forensic examination of a
key player’s computer; yet, the former is routinely termed “reasonably accessible” and the latter
not.
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The issues in the case, key players, relevant time periods, agreements between the parties,
applicable statutes, decisions and orders of the court determine the extent to which locations must
be examined; however, the failure to diligently identify relevant e-mail carries such peril that
caution should be the watchword. Isn't it wiser to invest more effort to know exactly what the
client has—even if it's not reasonably accessible and will not be searched or produced—than
concede at the sanctions hearing the client failed to preserve and produce evidence it didn't know
it because no one looked?

Looking for E-Mail 101

Because an e-mail is just a text file, individual e-mails could be stored as discrete text files. But
that’s not a very efficient or speedy way to manage many messages, so you’ll find that most e-mail
client software doesn’t do that. Instead, e-mail clients employ proprietary database files housing
e-mail messages, and each of the major e-mail clients uses its own unique format for its database.
Some programs encrypt the message stores. Some applications merely display e-mail housed on a
remote server and do not store messages locally (or only in fragmentary way). The only way to
know with certainty if e-mail is stored on a local hard drive is to look for it.

Merely checking the e-mail client’s settings is insufficient because settings can be changed.
Someone not storing server e-mail today might have been storing it a month ago. Additionally,
users may create new identities on their systems, install different client software, migrate from
other hardware or take various actions resulting in a cache of e-mail residing on their systems
without their knowledge. If they don’t know it’s there, they can’t tell you it’s not. On local hard
drives, you’ve simply got to know what to look for and where to look...and then you’ve got to look
for it.

For many, computer use has been a decades-long adventure. One may have first dipped her toes
in the online ocean using browser-based e-mail or an AOL account. Gaining computer-savvy, she
may have signed up for broadband access or with a local ISP, downloading e-mail with Netscape
Messenger or Microsoft Outlook Express. With growing sophistication, a job change or new
technology at work, the user may have migrated to Microsoft Outlook or Lotus Notes as an e-mail
client, then shifted to a cloud service like Office 365. Each of these steps can orphan a large cache
of e-mail, possibly unbeknownst to the user but still fair game for discovery. Again, you’ve simply
got to know what to look for and where to look.

One challenge you’ll face when seeking stored e-mail is that every user’s storage path is different.
This difference is not so much the result of a user’s ability to specify the place to store e-mail—
which few do, but which can make an investigator’s job more difficult when it occurs—but more
from the fact that operating systems are designed to support multiple users and so must assign
unique identities and set aside separate storage areas for different users. Even if only one person
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has used a Windows computer, the operating system will be structured at the time of installation
so as to make way for others. Thus, finding e-mail stores will hinge on your knowledge of the User’s
Account Name or Globally Unique Identifier (GUID) string assigned by the operating system. This
may be as simple as the user’s name or as obscure as the 128-bit hexadecimal value {721A17DA-
B7DD-4191-BA79-42CF68763786}. Customarily, it’s both.

Finding Outlook E-Mail

PST: Microsoft Outlook has long been the most Outlook E-Mail Stores Outlook E-Mail Stores
Outlook 2007-2010 Outlook 2013-2016

widely used e-mail client in the business

environment. Outlook encrypts and compresses ci\ ci\
messages, and all of its message data and folder Users Users
structure, along with all other information |

, ~custodian’s user name~ || ~custodian’s user name~
managed by the program (except the user’s I I
Contact data), is stored within a single, often Documents Documents
massive, database file with the file extension .pst. Outlook Files Outlook Files

AppData Look for files with .pst

OST: While awareness of the Outlook PST file is

and .ost extensions

widespread, even many lawyers steeped in e- Local
discovery fail to consider a user’s Outlook .ost file. . |

. o o Microsoft
The OST or offline synchronization file is commonly
encountered on laptops configured for Exchange 0”ti°°k
Server environments. It exists for the purpose of Look for files with .pst
affording access to messages when the user has no and .ost extensions

active network connection. Designed to allow work
to continue on, e.g., airplane flights, local OST files often hold messages purged from the server—
at least until re-synchronization. It’s not unusual for an OST file to hold e-mail unavailable from any
other comparably-accessible source.

Archive.pst: Another file to consider is one customarily called, “archive.pst.” As its name suggests,
the archive.pst file holds older messages, either stored automatically or by user-initiated action. If
you’ve used Outlook without manually configuring its archive settings, chances are the system
periodically asks whether you’d like to auto archive older items. Every other week (by default),
Outlook seeks to auto archive any Outlook items older than six months (or for Deleted and Sent
items older than two months). Users can customize these intervals, turn archiving off or instruct
the application to permanently delete old items.

Outlook Mail Stores Paths
To find the Outlook message stores on Windows machines, drill down from the root directory (C:\
for most users) according to the path diagram shown for the applicable version of Outlook. The
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default filename of Outlook.pst/ost may vary if a user has opted to select a different designation or
maintains multiple e-mail stores; however, it’s rare to see users depart from the default settings.
Since the location of the PST and OST files can be changed by the user, it’s a good idea to do a
search of all files and folders to identify any files ending with the .pst and .ost extensions.

“Temporary” OLK Folders
Note that by default, when a user opens an attachment to a message from within Outlook (as
opposed to saving the attachment to disk and then opening it), Outlook stores a copy of the
attachment in a “temporary” folder. But don’t be misled by the word “temporary.” In fact, the
folder isn’t going anywhere and its contents—sometimes voluminous--tend to long outlast the
messages that transported the attachments.

s . Outlook Viewed Attachments Outlook Viewed Attachments
Thus, litigants should be cautious about

Later Windows Versions Windows Vista

representing that Outlook e-mail is “gone” if the \ \
C: C:
e-mail’s attachments are not.

The Outlook viewed attachment folder will have a Users Users
varying name for every user and on every ~custodian’s user name~ | | ~custodian’s user name~
machine, but it will always begin with the letters

“OLK” followed by several randomly generated AppData AppData
numbers and uppercase letters (e.g., OLK943B, Local Local
OLK7AE, OLK167, etc.). To find the OLKxxxx . .
Microsoft Microsoft

viewed attachments folder on machines running
Windows XP/NT/2000 or Vista, drill down from Windows Windows
the root directory according to the path diagrams INetCache Temporary Internet Files
on the right for the applicable operating system.”?

Content.Outlook OLK>xxxx

Microsoft Exchange Server
Hundreds of millions of people get their work e-mail via a Microsoft product called Exchange Server.
It’s been sold for twenty years and its latest version is Exchange Server 2016; although, many users
continue to rely on the older versions of the product.

The key fact to understand about an e-mail server is that it’s a database holding the messages (and
calendars, contacts, to-do lists, journals and other datasets) of multiple users. E-mail servers are
configured to maximize performance, stability and disaster recovery, with little consideration given
to compliance and discovery obligations. If anyone anticipated the role e-mail would play in

72 By default, Windows hides system folders from users, so you may have to first make them visible. This is
accomplished by starting Windows Explorer, then selecting ‘Folder Options’ from the Tools menu in Windows XP or
‘Organize>Folder and Search Options’ in Vista. Under the 'View' tab, scroll to ‘Files and Folders' and check 'Show
hidden files and folders' and uncheck 'Hide extensions for known file types' and 'Hide protected operating system files.
Finally, click ‘OK.
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virtually every aspect of business today, their prescience never influenced the design of e-mail
systems. E-mail evolved largely by accident, absent the characteristics of competent records
management, and only lately are tools emerging that are designed to catch up to legal and
compliance duties.

The other key thing to understand about enterprise e-mail systems is that, unless you administer
the system, it probably doesn’t work the way you imagine. The exception to that rule is if you can
distinguish between Local Continuous Replication (LCR), Clustered Continuous Replication (CCR),
Single Copy Cluster (SCC) and Standby Continuous Replication (SCR). In that event, | should be
reading your paper!

Though the preceding pages dealt with finding e-mail stores on local hard drives, in disputes
involving medium- to large-sized enterprises, the e-mail server (or its cloud-based counterpart) is
likely to be the initial nexus of electronic discovery efforts. The server is a productive venue in
electronic discovery for many reasons, among them:

The periodic backup procedures which are a routine part of prudent server management tend to
shield e-mail stores from those who, by error or guile, might delete or falsify data on local hard
drives.

The ability to recover deleted mail from archival server backups may obviate the need for costly
and unpredictable forensic efforts to restore deleted messages.

Data stored on a server is often less prone to tampering by virtue of the additional physical and
system security measures typically dedicated to centralized computer facilities as well as the
inability of the uninitiated to manipulate data in the more-complex server environment.

The centralized nature of an e-mail server affords access to many users’ e-mail and may lessen the
need for access to workstations at multiple business locations or to laptops and home computers.

Unlike e-mail client applications, which store e-mail in varying formats and folders, e-mail stored
on a server can usually be located with relative ease and adhere to common file formats.

The server is the crossroads of corporate electronic communications and the most effective
chokepoint to grab the biggest “slice” of relevant information in the shortest time, for the least
cost.

The latest versions of Exchange Server and the cloud tool, Office 365, feature robust e-discovery
capabilities simplifying initiation and managements of legal holds and account exports.

Of course, the big advantage of focusing discovery efforts on the mail server (i.e., it affords access
to thousands or millions of messages) is also its biggest disadvantage (someone has to collect and
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review thousands or millions of messages). Absent a carefully-crafted and, ideally, agreed-upon
plan for discovery of server e-mail, both requesting and responding parties run the risk of runaway
costs, missed data and wasted time.

E-mail originating on servers is generally going to fall into two realms, being online “live” data,
which is deemed reasonably accessible, and offline “archival” data, routinely deemed inaccessible
based on considerations of cost and burden.”® Absent a change in procedure, “chunks” of data
routinely migrate from accessible storage to less accessible realms—on a daily, weekly or monthly
basis—as selected information on the server is replicated to backup media and deleted from the
server’s hard drives.

The ABCs of Exchange

Because it’s unlikely most readers will be personally responsible for collecting e-mail from an
Exchange Server and mail server configurations can vary widely, the descriptions of system
architecture here are offered only to convey a rudimentary understanding of common Exchange
architecture.

Older versions of Exchange Server stored data in a Storage Group containing a Mailbox Store and a
Public Folder Store, each composed of two files: an .edb file and a .stm file. Mailbox Store,
Privl.edb, is a rich-text database file containing user’s e-mail messages, text attachments and
headers. Privl.stm is a streaming file holding SMTP messages and containing multimedia data
formatted as MIME data. Public Folder Store, Publ.edb, is a rich-text database file containing
messages, text attachments and headers for files stored in the Public Folder tree. Publ.stm is a
streaming file holding SMTP messages and containing multimedia data formatted as MIME data.
Later versions of Exchange Server did away with STM files altogether, shifting their content into the
EDB database files.

Storage Groups also contain system files and transaction logs. Transaction logs serve as a disaster
recovery mechanism that helps restore an Exchange after a crash. Before data is written to an EDB
file, it is first written to a transaction log. The data in the logs can thus be used to reconcile
transactions after a crash.

By default, Exchange data files are located in the path X:\Program files\Exchsrvr\MDBDATA, where
X: is the server’s volume root. But, it's common for Exchange administrators to move the mail
stores to other file paths.

73 Lawyers and judges intent on distilling the complexity of electronic discovery to rules of thumb are prone to
pigeonhole particular ESI as “accessible’ or ‘inaccessible” based on the media on which it resides. In fact, ESI's
storage medium is just one of several considerations that bear on the cost and burden to access, search and produce
same. Increasingly, backup tapes are less troublesome to search and access while active data on servers or strewn
across many “accessible” systems and devices is a growing challenge.
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Recovery Storage Groups and ExMerge
Two key things to understand about

Data Selection Criteria [ ]

Microsoft Exchange are that, since 2003, an .
Data | Import Procedure | Folders | Dates  Message Details I

Exchange feature called Recovery Storage
Items extracted should have one of the following message subjects

GrOUp Su pports collection of e-mail from the Enter new message subject: Selected message subjects:

. . . | Add > | |Fred Cohen
server without any need to interrupt its _l Important Message From
operation or restore data to a Separate ﬂemavel
recovery Computer, The Second key th|ng is Subject sting compare criteria: |‘Sub stiing match, ignore case j
that EXChange inCludeS a Simple utlllty for Items extracted should have at least one of the following attachments

Enter new attachment name: Selected attachment names:

exporting the server-stored e-mail of | Tist-doc

path.xls

individual custodians to separate PST Remoye |
container files. This utility, officially the

Attachment name string compare criteria: |FuII string match, ignore case j
Exchange Server Mailbox Merge Wizard but

The above information is used in the fallowing manner:

unlversally called EXMerge allows  for [Date Restriction) AND (Subjl OR Subj2 OR.. Subjn] AND (At OR Att2 OR .. Attn)

rudimentary filtering of messages for export,
(] 4 | Carnicel | Apply |

including by message dates, folders,

attachments and subject line content.

ExMerge also plays a crucial role in recovering e-mails “double deleted” by users if the Exchange
server has been configured to support a “dumpster retention period.” When a user deletes an e-
mail, it’s automatically relegated to a “dumpster” on the Exchange Server. The dumpster holds the
message for 30 days by default or until a full backup of your Exchange database is run, whichever
comes first. The retention interval can be customized for a longer or shorter interval.

Later versions of Exchange Server and certain implementations of Exchange Online [Office 365]
have done away with the dumpster feature and take an entirely different (and superior) approach
to retention of double-deleted messages. As noted, these tools also offer purpose-built e-discovery
preservation features that are much easier to implement and manage than earlier Exchange Server
versions.

Journaling, Archiving and Transport Rules

Journaling is the practice of copying all e-mail to and from all users or particular users to one or
more repositories inaccessible to most users. Journaling serves to preempt ultimate reliance on
individual users for litigation preservation and regulatory compliance. Properly implemented, it
should be entirely transparent to users and secured in a manner that eliminates the ability to alter
the journaled collection.

Exchange Server supports three types of journaling: Message-only journaling which does not
account for blind carbon copy recipients, recipients from transport forwarding rules, or recipients
from distribution group expansions; Bcc journaling, which is identical to Message-only journaling
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except that it captures Bcc addressee data; and Envelope Journaling which captures all data about
the message, including information about those who received it. Envelope journaling is the
mechanism best suited to e-discovery preservation and regulatory compliance.

Journaling should be distinguished from e-mail archiving, which may implement only selective,
rules-based retention and customarily entails removal of archived items from the server for offline
or near-line storage, to minimize strain on IT resources and/or implement electronic records
management. However, Exchange journaling also can implement rules-based storage, so each can
conceivably be implemented to play the role of the other.

A related concept is the use of Transport Rules in Exchange, which serve, inter alia, to implement
“Chinese Walls” between users or departments within an enterprise who are ethically or legally
obligated not to share information, as well as to guard against dissemination of confidential
information. In simplest terms, software called transport rules agents “listen” to e-mail traffic,
compare the content or distribution to a set of rules (conditions, exceptions and actions) and if
particular characteristics are present, intercedes to block, route, flag or alter suspect
communications.

Lotus Domino Server and Notes Client
Though Microsoft’s Exchange and Outlook e-mail products have a greater overall market share,
IBM’s Lotus Domino and Notes products hold powerful sway within the world’s largest

corporations, especially giant manufacturin
P P ) y 8 & Lotus Notes E-Mail Stores J} Lotus Notes E-Mail Stores
concerns and multinationals. IBM boasts of [ e e G el s 2ee) Windows Vista

over 300 million Notes mailboxes worldwide. CA Ci:\

Program Files Users
Lotus Notes can be unhelpfully described as a _

L. Lotus ~ custodian's user name ~
“cross-platform, secure, distributed
document-oriented database and messaging Notes AppData
framework and rapid application development Data Local
B ” H H I

environment.” The main takeaway with Notes T P VirtualStore
is that, unlike Microsoft Exchange, which is a and .id extensions

purpose-built application designed for Program Files

messaging and calendaring, Lotus Notes is Lotus
more like a toolkit for building whatever Notes

capabilities you need to deal with

] ] look for files with .nsf
documents—mail documents, calendaring and .id extensions

documents and any other type of document
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used in business. Notes wasn’t designed for e-mail—e-mail just happened to be one of the things
it was tasked to do.”* Notes is database driven and distinguished by its replication and security.

Lotus Notes is all about copies. Notes content, stored in Notes Storage facility or NSF files, are
constantly being replicated (synchronized) here and there across the network. This guards against
data loss and enables data access when the network is unavailable, but it also means that there can
be many versions of Notes data stashed in various places within an enterprise. Thus, discoverable
Notes mail may not be gone, but lurks within a laptop that hasn’t connected to the network since
the last business trip.

By default, local iterations of users’ NSF and ID files will be found on desktops and laptops in the
paths shown in the diagrams at right. It’s imperative to collect the user’s .id file along with the .nsf
message container or you may find yourself locked out of encrypted content. It’s also important to
secure each custodian’s Note’s password. It's common for Notes to be installed in ways other than
the default configuration, so search by extension to insure that .nsf and .id files are not also found
elsewhere. Also, check the files’ last modified date to assess whether the date is consistent with
expected last usage. If there is a notable disparity, look carefully for alternate file paths housing
later replications.

Local replications play a significant role in e-discovery of Lotus Notes mail because, built on a
database and geared to synchronization of data stores, deletion of an e-mail within Lotus
“broadcasts” the deletion of the same message system wide. Thus, it’s less common to find
undeleted iterations of messages in a Lotus environment unless you resort to backup media or find
a local iteration that hasn’t been synchronized after deletion.

Webmail

More than 25% of the people on the planet use webmail; so any way you slice it, webmail can’t be ignored
in e-discovery. Webmail holding discoverable ESI presents legal, technical and practical challenges, but the
literature is nearly silent about how to address them.

The first hurdle posed by webmail is the fact that it’s stored “in the cloud” and off the company
grid. Short of a subpoena or court order, the only legitimate way to access and search employee
web mail is with the employee’s cooperation, and that’s not always forthcoming. Courts
nonetheless expect employers to exercise control over employees and insure that relevant, non-
privileged webmail isn’t lost or forgotten.

74 Self-anointed “Technical Evangelist” Jeff Atwood described Lotus Notes this way: “It is death by a thousand tiny
annoyances— the digital equivalent of being kicked in the groin upon arrival at work every day.”
http://www.codinghorror.com/blog/2006/02/12/ (visited 5/18/2013) In fairness, Lotus Notes has been extensively
overhauled since he made that observation.
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One way to assess the potential relevance of webmail is to search server e-mail for webmail traffic.
If a custodian’s Exchange e-mail reveals that it was the custodian’s practice to e-mail business
documents to or from personal webmail accounts, the webmail accounts may need to be addressed
in legal hold directives and vetted for responsive material.

A second hurdle stems from the difficulty in collecting responsive webmail. How do you integrate
webmail content into your review and production system? Where a few pages might be “printed”
to searchable Adobe Acrobat PDF formats or paper, larger volumes require a means to dovetail
online content and local collections. The most common approach is to employ a POP3 or IMAP
client application to download messages from the webmail account. All of the leading webmail
providers support POP3 transfer, and with the user’s cooperation, it’s simple to configure a clean
installation of any of the client applications already discussed to capture online message stores.
Before proceeding, the process should be tested against accounts that don’t evidence to determine
what metadata values may be changed, lost or introduced by POP3 collection.

Webmail content can be fragile compared to server content. Users rarely employ a mechanism to
back up webmail messages (other than the POP3 or IMAP retrieval just discussed) and webmail
accounts may purge content automatically after periods of inactivity or when storage limits are
exceeded. Further, users tend to delete embarrassing or incriminating content more aggressively
on webmail, perhaps because they regard webmail content as personal property or the evanescent
nature of account emboldens them to believe spoliation will be harder to detect and prove.

Happily, some webmail providers—notably Google Gmail—have begun to offer effective “take out”
mechanisms for user cloud content, including webmail. Google does the Gmail collection gratis and
puts it in a standard MBOX container format that can be downloaded and sequestered. Google
even incorporates custom metadata values that reflect labeling and threading. You won’t see these
unique metadata tags if you pull the messages into an e-mail client; but, good e-discovery software
will pick them up.

MBOX might not be everyone’s choice for a Gmail container file; but, it’s inspired. MBOX stores
the messages in their original Internet message format called RFC 2822 (now RFC 5322), a superior
form for e-discovery preservation and production.
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Google Data Tools: Takeout

The only hard part of archiving
Gmail is navigating to the right
page. You get there from the
Google Account Setting page by
selecting “Data Tools” and looking
for the “Download your Data”
option on the lower right. When you
click on “Create New Archive,” you’ll
see a menu like that below where
you choose whether to download all
mail or just items bearing the labels
you select.

The ability to label content within
Gmail and archive only messages
bearing those labels means that
Gmail’s powerful search capabilities
can be used to identify and label
potentially responsive messages,
obviating the need to archive

everything. It’s not a workflow suited

Your account, your data
Download a copy
t ir data fror

Manage archives

Select data to include

t F t )
This archive wil y be accessible to yo

Product Details

y ?Bookmavks
M Mail 6 labels

Gmail labels
Include all of your mail
@) Select labels

Gmail labels 6 labels selected.

Mail is provided in the MBOX format. Learmn

BI Calendar All calendars

&u Contacts vCard format

Select none

3

-l

to every case; yet, it’s a promising capability for keeping costs down in cases involving just a handful

of custodians with Gmail.

Forms of Production

As discussed above, what users see presented onscreen as e-mail is a selective presentation of

information from the header, body and attachments of the source message, determined by the

capabilities and configuration of their e-mail client and engrafted with metadata supplied by that

client. Meeting the obligation to produce comparable data of similar utility to the other side in

discovery is no mean feat, and one that hinges on choosing suitable forms of production.
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Requesting parties often demand “native production” of e-mail; but, electronic mail is rarely
produced natively in the sense of supplying a duplicate of the source container file. That is, few
litigants produce the entire Exchange database EDB file to the other side. Even those that produce

mail in the format employed natively by the rirj I f
application (e.g., as a PST file) aren’t likely to JJ Outlook \
produce the source file but will fashion a

reconstituted PST file composed of selected L00 ° ===.Lotus.q
messages deemed responsive and non-privileged.

As applied to e-mail, “native production” instead @ k ;

signifies production in a form or forms that most

closely approximate the contents and usability of the source. Often, this will be a form of
production identical to the original (e.g., PST or NSF) or a form (like MSG or EML) that shares many
of the characteristics of the source and can deliver comparable usability when paired with
additional information (e.g., information about folder structures).”> For further discussion of native
forms of e-mail, see the following article, What is Native Production of E-Mail?

Similarly, producing parties employ imaged production and supply TIFF image files of messages, but
to approximate the usability of the source, producing parties must also create and produce
accompanying load files carrying the metadata and full text of the source message keyed to its
images. Collectively, the load files and image data permit recipients with compatible software (e.g.,
Relativity, Summation, Catalyst Insight) to view and search the messages. Selection of Adobe PDF
documents as the form of production allows producing parties to dispense with the load files
because much of the same data can be embedded in the PDF. PDF also has the added benefit of
not requiring the purchase of review software.

Some producing parties favor imaged production formats in a mistaken belief that they are more
secure than native production and out of a desire to emboss Bates numbers or other text (i.e.,
protective order language) to the face of each image. Imaged productions are more expensive than
native or quasi-native productions, but, as they hew closest to the document review mechanisms
long employed by law firms, they require little adaption. It remains to be seen if clients will continue
to absorb higher costs solely to insulate their counsel from embracing more modern and efficient
tools and techniques.

75 When e-mail is produced as individual messages, the folder structure may be lost and with it, important context. Additionally,
different container formats support different complements of metadata applicable to the message. For example, a PST container
may carry information about whether a message was opened, flagged or linked to a calendar entry.
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Other possible format choices include XML and MHT, 6 as well as Rich Text Format (RTF)--essentially
plain text with improved formatting—and, for small collections, paper printouts.

There is no single, “perfect” form of production for e-mail, though the “best” format to use is the
one on which the parties agree. Note also that there’s likely not a single production format that
lends itself to all forms of ESI. Instead, hybrid productions match the form of production to the
characteristics of the data being produced. In a hybrid production, images are used where they are
most utile or cost-effective and native formats are employed when they offer the best fit or value.

As a rule of thumb to maximize usability of data, hew closest to the format of the source data (i.e.,
PST for Outlook mail and NSF for Lotus Notes), but keep in mind that whatever form is chosen
should be one that the requesting party has the tools and expertise to use.

Though there is no ideal form of production, we can be guided by certain ideals in selecting the
forms to employ. Absent agreement between the parties or an order of the Court, the forms of
production employed for electronic mail should be either the mail’s native format or a form that
will:

e Enable the complete and faithful reproduction of all information available to the sender and
recipients of the message, including layout, bulleting, tabular formats, colors, italics,
bolding, underlining, hyperlinks, highlighting, embedded images, emoticons and other non-
textual ways we communicate and accentuate information in e-mail messages.

e Support accurate electronic searchability of the message text and header data;

e Maintain the integrity of the header data (To, From, Cc, Bcc, Subject and Date/Time) as
discrete fields to support sorting and searching by these data;

e Preserve family relationships between messages and attachments;

e Convey the folder structure/path of the source message;

e Include message metadata responsive to the requester’s legitimate needs;

e Facilitate redaction of privileged and confidential content and, as feasible, identification and
sequencing akin to Bates numbering; and

e Enable reliable date and time normalization across the messages produced.”’

76 MHT is a shorthand reference for MHTML or MIME Hypertext markup Language. HTML is the markup language used
to create web pages and rich text e-mails. MHT formats mix HTML and encoded MIME data (see prior discussion of
MIME at page to represent the header, message body and attachments of an e-mail.

77 E-mails carry multiple time values depending upon, e.g., whether the message was obtained from the sender or
recipient. Moreover, the times seen in an e-mail may be offset per the time zone settings of the originating or receiving
machine as well as for daylight savings time. When e-mail is produced as TIFF images or as text embedded in threads,
these offsets may produce hopelessly confusing sequences.
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What is Native Production of E-Mail?

Recently, I've weighed in on disputes where the parties were fighting over whether the e-mail
production was sufficiently “native” to comply with the court’s orders to produce natively. In one
matter, the question was whether Gmail could be produced in a native format, and in another, the
parties were at odds about what forms are native to Microsoft Exchange e-mail. In each instance,

| saw two answers; the technically correct one and the helpful one.

| am a vocal proponent of native production for e-discovery. Native is complete. Native is
functional. Native is inherently searchable. Native costs less. We will explore these advantages in
later chapters. When | speak of “native” production in the context of databases, | am using a
generic catchall term to describe electronic forms with superior functionality and completeness,

notwithstanding the common need in e-discovery to produce less than all of a collection of ESI.

It’s a Database

When we deal with e-mail in e-discovery, we are usually dealing with database content. Microsoft
Exchange and Office 365 are e-mail server applications, and databases. Microsoft Outlook, an e-
mail client application, is a database. Gmail, a SaaS webmail application, is a database. Lotus
Domino, Lotus Notes, Yahoo! Mail, Hotmail and Novell GroupWise—they’re all databases. It's
important to understand this at the outset because if you think of e-mail as a collection of discrete
objects (like paper letters in a manila folder), you're going to have trouble understanding why

defining the “native” form of production for e-mail isn’t as simple as many imagine.

Native in Transit: Text per a Protocol

E-mail is one of the oldest computer networking applications. Before people were sharing printers,
and long before the internet was a household word, people were sending e-mail across
networks. That early e-mail was plain text, also called ASCII text or 7-bit (because you need just
seven bits of data, one less than a byte, to represent each ASCII character). In those days, there
were no attachments, no pictures, not even simple enhancements like bold, italic or underline.
Early e-mail was something of a free-for-all, implemented differently by different systems. So the
fledgling internet community circulated proposals seeking a standard. They stuck with plain text in
order that older messaging systems could talk to newer systems. These proposals were called

Requests for Comment or RFCs, and they came into widespread use as much by convention as by
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adoption (the internet being a largely anarchic realm). The RFCs lay out the form an e-mail should

adhere to in order to be compatible with e-mail systems.

The RFCs concerning e-mail have gone through several major revisions since the first one circulated
in 1973. The latest protocol revision is called RFC 5322 (2008), which made obsolete RFC 2822
(2001) and its predecessor, RFC 822 (1982). Another series of RFCs (RFC 2045-47, RFC 4288-89 and
RFC 2049), collectively called Multipurpose Internet Mail Extensions or MIME, address ways to graft
text enhancements, foreign language character sets and multimedia content onto plain text
emails. These RFCs establish the form of the billions upon billions of e-mail messages that cross the

internet.

So, if you asked me to state the native form of an e-mail as it traversed the Internet between mail
servers, I'd likely answer, “plain text (7-bit ASCIl) adhering to RFC 5322 and MIME.” In my
experience, this is the same as saying “.EML format;" and, it can be functionally the same as the
MHT format, but only if the content of each message adheres strictly to the RFC and MIME
protocols listed above. You can even change the file extension of a properly formatted message
from EML to MHT and back to open the file in a browser or in a mail client like Outlook 2010. Try
it. If you want to see what the native “plain text in transit” format looks like, change the extension
from .EML to .TXT and open the file in Windows Notepad.

The appealing feature of producing e-mail in exactly the same format in which the message
traversed the internet is that it's a form that holds the entire content of the message (header,
message bodies and encoded attachments), and it’s a form that’s about as compatible as it gets in

the e-mail universe. 78

Unfortunately, the form of an e-mail in transit is often incomplete in terms of metadata it acquires
upon receipt that may have probative or practical value; and the format in transit isn't native to the
most commonly-used e-mail server and client applications, like Microsoft Exchange and

Outlook. It's from these applications--these databases--that e-mail is collected in e-discovery.

78 There’s even an established format for storing multiple RFC 5322 messages in a container format called mbox. The
mbox format was described in 2005 in RFC 4155, and though it reflects a simple, reliable way to group e-mails in a
sequence for storage, it lacks the innate ability to memorialize mail features we now take for granted, like message
foldering. A common workaround is to create a single mbox file named to correspond to each folder whose contents
it holds (e.g., Inbox.mbox)
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Outlook and Exchange

Microsoft Outlook and Microsoft Exchange are database applications that talk to each other using
a protocol (machine language) called MAPI, for Messaging Application Programming
Interface. Microsoft Exchange is an e-mail server application that supports functions like contact
management, calendaring, to do lists and other productivity tools. Microsoft Outlook is an e-mail
client application that accesses the contents of a user’s account on the Exchange Server and may
synchronize such content with local (i.e., retained by the user) container files supporting offline
operation. If you can read your Outlook e-mail without a network connection, you have a local

storage file.

Practice Tip (and Pet Peeve): When your client or company runs Exchange Server and someone
asks what kind of e-mail system your client or company uses, please don’t say “Outlook.” That’s like
saying “iPhone” when asked what cell carrier you use. Outlook can serve as a front-end client to
Microsoft Exchange, Lotus Domino and most webmail services; so saying “Outlook” just makes you
appear out of your depth (assuming you are someone who’s supposed to know something about

the evidence in the case).

Outlook: The native format for data stored locally by Outlook is a file or files with the extension PST
or OST. Henceforth, I’'m going to speak only of PSTs, but know that either variant may be seen. PSTs
are container files. They hold collections of e-mail—typically stored in multiple folders—as well as
content supporting other Outlook features. The native PST found locally on the hard drive of a
custodian’s machine will hold all the Outlook content that the custodian can see when not

connected to the e-mail server.

Because Outlook is a database application designed for managing messaging, it goes well beyond
simply receiving messages and displaying their content. Outlook begins by taking messages apart
and using the constituent information to populate various fields in a database. What we see as an
e-mail message using Outlook is a report queried from a database. The native form of Outlook e-
mail carries these fields and adds metadata not present in the transiting message. The added
metadata fields include such information as the name of the folder in which the e-mail resides,
whether the e-mail was read or flagged and its date and time of receipt. Moreover, because
Outlook is designed to “speak” directly to Exchange using their own MAPI protocol, messages

between Exchange and Outlook carry MAPI metadata not present in the "generic" RFC 5322
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messaging. Whether this MAPI metadata is superfluous or invaluable depends upon what
guestions may arise concerning the provenance and integrity of the message. Most of the time,

you won’t miss it. Now and then, you’ll be lost without it.

Because Microsoft Outlook is so widely used, its PST file format is widely supported by applications
designed to view, process and search e-mail. Moreover, the complex structure of a PST is so well
understood that many commercial applications can parse PSTs into single message formats or
assemble single messages into PSTs. Accordingly, it’s feasible to produce responsive messaging in
a PST format while excluding messages that are non-responsive or privileged. It’s also feasible to
construct a production PST without calendar content, contacts, to do lists and the like. You'd be
hard pressed to find a better form of production for Exchange/Outlook messaging. Here,
I'm defining "better" in terms of completeness and functionality, not compatibility with your ESI

review tools.

MSGs: There’s little room for debate that the PST or OST container files are the native forms of data
storage and interchange for a collection of messages (and other content) from Microsoft
Outlook. But is there a native format for individual messages from Outlook, like the RFC 5322
format discussed above? The answer isn’t clear cut. On the one hand, if you were to drag a single
message from Outlook to your Windows desktop, Outlook would create that message in its
proprietary MSG format. The MSG format holds the complete content of its RFC 5322 cousin plus
additional metadata; but it lacks information (like foldering data) that's contained within a PST. It’s
not "native" in the sense that it’s not a format that Outlook uses day-to-day; but it's an export
format that holds more message metadata unique to Outlook. All we can say is that the MSG file
is a highly compatible near-native format for individual Outlook messages--more complete than the
transiting e-mail and less complete than the native PST. Though it’s encoded in a proprietary
Microsoft format (i.e., it’s not plain text), the MSG format is so ubiquitous that, like PSTs, many

applications support it as a standard format for moving messages between applications.

Exchange: The native format for data housed in an Exchange server is its database file, prosaically
called the Exchange Database and sporting the file extension .EDB. The EDB holds the account
content for everyone in the mail domain; so unless the case is the exceedingly rare one that
warrants production of all the e-mail, attachments, contacts and calendars for every user, no

litigant hands over their EDB.
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It may be possible to create an EDB that contains only messaging from selected custodians (and
excludes privileged and non-responsive content) such that you could really, truly produce in a
native form. But I've never seen it done that way, and | can’t think of anything to commend it over

simpler approaches.

So, if you’re not going to produce in the “true” native format of EDB, the desirable alternatives left
to you are properly called “near-native,” meaning that they preserve the requisite content and
essential functionality of the native form but aren't the native form. If an alternate form doesn’t
preserve content and functionality, you can call it whatever you want. | lean toward “garbage,”

but to each his own.

E-mail is a species of ESI that doesn’t suffer as mightily as, say, Word documents or Excel
spreadsheets when produced in non-native forms. If one were meticulous in their text extraction,
exacting in their metadata collection and careful in their load file construction, one could produce
Exchange content in a way that’s sufficiently complete and utile as to make a departure from the
native less problematic—assuming, of course, that one produces the attachments in their native
forms. That's a lot of “ifs,” and what will emerge is sure to be incompatible with e-mail client

applications and native review tools.

Litmus Test: Perhaps we have the makings of a litmus test to distinguish functional near-native
forms from dysfunctional forms like TIFF images and load files: Can the form produced be imported

into common e-mail client or server applications?

You must admire the simplicity of such a test. If the e-mail produced is so distorted that not even
e-mail programs can recognize it as e-mail, that’s a fair and objective indication that the form of

production has strayed too far from its native origins.

Gmail

The question whether it’s feasible to produce Gmail in its native form triggered an order by U.S.
Magistrate Judge Mark J. Dinsmore in a case styled, Keaton v. Hannum, 2013 U.S. Dist. LEXIS 60519
(S.D.Ind. Apr. 29, 2013). It’s a seamy, sad suit brought pro se by an attorney named Keaton against
both his ex-girlfriend, Christine Zook, and the cops who arrested Keaton for stalking Zook. It got

my attention because the court cited a blog post | made some years ago. The Court wrote:
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Zook has argued that she cannot produce her Gmail files in a .pst format because no native
format exists for Gmail (i.e., Google) email accounts. The Court finds this to be incorrect based
on Exhibit 2 provided by Zook in her Opposition Brief. [Dkt. 92 at Ex. 2 (Ball, Craig: Latin: To
Bring With You Under Penalty of Punishment, EDD Update (Apr. 17, 2010)).] Exhibit 2 explains
that, although Gmail does not support a “Save As” feature to generate a single message
format or PST, the messages can be downloaded to Outlook and saved as .eml or.msg files,
or, as the author did, generate a PDF Portfolio — “a collection of multiple files in varying format
that are housed in a single, viewable and searchable container.” [Id.] In fact, Zook has already
compiled most of her archived Gmail emails between her and Keaton in a .pst format when

Victim.pst was created. It is not impossible to create a “native” file for Gmail emails.

Id. at 3.

I’'m gratified when a court cites my work, and here, I'm especially pleased that the Court took an
enlightened approach to “native” forms in the context of e-mail discovery. Of course, one strictly
defining “native” to exclude near-native forms might be aghast at the loose lingo; but the more
important takeaway from the decision is the need to strive for the most functional and complete

forms when true native is out-of-reach or impractical.

Gmail is a giant database in a Google data center someplace (or in many places). I'm sure | don't
know what the native file format for cloud-based Gmail might be. Mere mortals don’t get to peek
at the guts of Google. But, I’'m also sure that it doesn't matter, because even if | could name the
native file format, | couldn't obtain that format, nor could | faithfully replicate its functionality

locally.”®

Since | can’t get “true” native, how can | otherwise mirror the completeness and functionality of
native Gmail? After all, a litigant doesn’t seek native forms for grins. A litigant seeks native forms

to secure the unique benefits native brings, principally functionality and completeness.

79 |t was once possible to create complete, offline replications of Gmail using a technology called Gears; however,
Google discontinued support of Gears some time ago. Gears’ successor, called “Gmail Offline for Chrome,” limits its
offline collection to just a month’s worth of Gmail, making it a complete non-starter for e-discovery. Moreover, neither
of these approaches employs true native forms as each was designed to support a different computing environment.
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There are a range of options for preserving a substantial measure of the functionality and

completeness of Gmail. One would be to produce in Gmail.

HUH?!?!

Yes, you could conceivably open a fresh Gmail account for production, populate it with responsive
messages and turn over the access credentials for same to the requesting party. That’s probably
as close to true native as you can get (though some metadata will change), and it flawlessly mirrors
the functionality of the source. Still, it’s not what most people expect or want. It’s certainly not a

form they can pull into their favorite e-discovery review tool.

Alternatively, as the Court noted in Keaton v. Hannum, an IMAP®0 capture to a PST format (using
Microsoft Outlook or a collection tool) is a practical alternative. The resultant PST won't look or
work exactly like Gmail (i.e., messages won’t thread in the same way and flagging will be different);
but it will supply a large measure of the functionality and completeness of the Gmail source. Plus,

it’s a form that lends itself to many downstream processing options.

So, What’s the native form of that e-mail?
Which answer do you want; the technically correct one or the helpful one? No one is a bigger
proponent of native production than | am; but I’'m finding that litigants can get so caught up in the

qguest for native that they lose sight of what truly matters.

Where e-mail is concerned, we should be less captivated by the term “native” and more concerned
with specifying the actual form or forms that are best suited to supporting what we need and want
to do with the data. That means understanding the differences between the forms (e.g., what
information they convey and their compatibility with review tools), not just demanding native like

it’s a brand name.

80 |MAP (for Internet Message Access Protocol) is another way that e-mail client and server applications can talk to one
another. The latest version of IMAP is described in RFC 3501. IMAP is not a form of e-mail storage; it is a means by
which the structure (i.e., foldering) of webmail collections can be replicated in local mail client applications like
Microsoft Outlook. Another way that mail clients communicate with mail servers is the Post Office Protocol or POP;
however, POP is limited in important ways, including in its inability to collect messages stored outside a user’s
Inbox. Further, POP does not replicate foldering. Outlook “talks” to Exchange servers using MAPI and to other servers
and webmail services using MAPI (or via POP, if MAPI is not supported).
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When | seek “native” for a Word document or an Excel spreadsheet, it’s because | recognize that
the entire native file—and only the native file—supports the level of completeness and
functionality | need, a level that can’t be fairly replicated in any other form. But when | seek native
production of e-mail, | don’t expect to receive the entire “true” native file. | understand that
responsive and privileged messages must be segregated from the broader collection and that there
are a variety of near native forms in which the responsive subset can be produced so as to closely

mirror the completeness and functionality of the source.

When it comes to e-mail, what matters most is getting all the valuable information within and about

the message in a fielded form that doesn’t completely destroy its character as an e-mail message.

So, let’s not get too literal about native forms when it comes to e-mail. Don’t seek native to prove

a point. Seek native to prove your case.

Postscript: When | publish an article extolling the virtues of native production, | usually get a
comment or two saying, “TIFF and load files are good enough.” | can’t always tell if the
commentator means “good enough to fairly serve the legitimate needs of the case” or “good
enough for those sleazy bastards on the other side.” | suspect they mean both. Either way, it might
surprise readers to know that, when it comes to e-mail, | agree with the first assessment...with a

few provisos.

First, TIFF and load file productions can be good enough for production of e-mail if no one minds
paying more than necessary. It generally costs more to extract text and convert messages to images
than it does to leave it in a native or near-native form. But that’s only part of the extra
expense. TIFF images of messages are MUCH larger files than their native or near native
counterparts. With so many service providers charging for ingestion, processing, hosting and
storage of ESI on a per-gigabyte basis, those bigger files continue to chew away at both side's

bottom lines, month-after-month.

Second, TIFF and load file productions are good enough for those who only have tools to review
TIFF and load file productions. There’s no pointin giving light bulbs to those without electricity. On

the other hand, just because you don't pay your light bill, must I sit in the dark?
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Third, because e-mails and attachments have the unique ability to be encoded entirely in plain text,
a load file can carry the complete contents of a message and its contents as RFC 5322-compliant
text accompanied by MAPI metadata fields. It's one of the few instances where it’s possible to
furnish a load file that simply and genuinely compensates for most of the shortcomings of TIFF

productions. Yet, it’s not done.

Finally, TIFF and load file productions are good enough for requesting parties who just don’t care. A
lot of requesting parties fall into that category, and they’re not looking to change. They just want
to get the e-mail, and they don’t give a flip about cost, completeness, utility, metadata, efficiency,
authentication or any of the rest. If both sides and the court are content not to care, TIFF and load

files really are good enough.

344



‘e # Exercise 13: E-Mail Anatomy

GOALS: The goals of this exercise are for the student to:

1. Delve into the anatomy of an e-mail message, identifying its essential components.
OUTLINE: Students will create and transmit an e-mail message and explore its structure.

Background

In addition to being the most sought-after ESI in electronic discovery, e-mail is one of the oldest
computer networking applications. Before people were sharing printers, and long before the
internet was a household word, people were sending e-mail across networks. That early e-mail was
plain text, also called ASCII text or 7-bit (because you needed just seven bits of data, one less than
a byte, to represent each ASCII character). In those days, there were no attachments, no pictures,
not even simple enhancements like bold, italic or underline.

As previously discussed, early e-mail was something of a chaotic situation, implemented differently
by different systems. So the fledgling internet community circulated proposals seeking a
standard. They stuck with plain text in order that older messaging systems could talk to newer
systems. These proposals were called Requests for Comment or RFCs, and they came into
widespread use as much by convention as by adoption (the internet being a largely anarchic
realm). The RFCs lay out the form an e-mail should adhere to in order to be compatible with e-

mail systems.

The RFCs concerning e-mail have gone through several major revisions since the first one circulated
in 1973. The latest protocol revision is called RFC 5322 (2008), which made obsolete RFC 2822
(2001) and its predecessor, RFC 822 (1982). Another series of RFCs (RFC 2045-47, RFC 4288-89 and
RFC 2049), collectively called Multipurpose Internet Mail Extensions or MIME, address ways to
graft text enhancements, foreign language character sets and multimedia content onto plain text
emails. These RFCs establish the form of the billions upon billions of e-mail messages that cross the

internet.

In this exercise, we will get examine the structure of e-mail as dictated by the RFC and MIME
standards. This exercise should take no more than about 15 minutes to complete.

Step 1: Draft and transmit a message with a tiny attachment
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Using your e-mail account of choice, draft an e-mail message to yourself. Optimally, send the
message to an alternate e-mail address than the one you use to transmit the file.3* Keep the body
of the body of the e-mail short and impersonal (as you will be including same in your submission of
your work for grading). Attach any very small (<5kb) gif or jpg image file to the e-mail.8? Be sure to
use a small image file because you’re going to paste the entire message into a text document and
you don’t want that document to run to pages and pages of base64 encoding. Send the e-mail you
drafted.

Step 2: Copy the Message Source and Save It

Now, find the received e-mail and access the =
message source. The method to do so varies
according to the webmail service or mail client Sep 30 (1 day ago) = B
application used. For example, Gmail allows you to & Reply
“Show original” by pulling down a menu near the o Forward
time received at the upper right of each message Filter messages like this
(see illustration at right). If you use Apple’s Mail Print
client, go to View>Message>Raw Source. If you e oo e o]
have trouble finding the message source in your Delereithis, meseadg
. . Repart spam
mail client or account, run a Google search for Fvort piahirio
“view message source in X,” where X is the name Show original
of your mail client (e.g., Outlook) or service (e.g., Message text garbled?
Hotmail). Translate message

Mark unread from here

When you get to the source, be sure it includes the

message header, message body and the

attachment in base64, then select the entire message

source and paste it into a blank document (use Notepad in Windows or TextEdit on a Mac). Avoid
using a Microsoft Word document; but, if you must use MS Word, change the font to Lucinda
Console and use narrow margins so the Base64 content has a straight right edge.

Now, save the text document you’ve just created as Your_Surname_Exercise 19.txt.

Step 3: Dissect the First Message

Open another blank document or e-mail to use as a place to paste information. You can handwrite
the information in the blanks below, but it’s much easier to copy and paste the data electronically
into a file or e-mail you submit.

81 When you send a message to yourself at the same mail account, the message need not traverse the Internet.
Consequently, some of the features we seek to explore in this exercise will be absent. For example, if you send from
Gmail, send it to your business or school account. If you have no alternate account, try sending it to a friend’s or
family member’s account and have them forward the message back to you.

82 If you can’t find a sufficiently small image, use this one of Judge John Facciola in high school:
http://craigball.com/fatch.jpg
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Question 1:

Your e-mail should be in MIME. From the message source, what is the MIME-Version?

Boundaries: The various parts of a MIME multipart message are defined by boundaries, usually long
character strings required to be unique in each message. Your e-mail message should have at least
two different boundary values, each preceded by the statement, “boundary=." When used as
separators, each boundary will be preceded by two hyphens, and the last usage of each boundary
will be followed by two hyphens. The information above the first boundary definition is the
“Message Header.” Note that the message header contains the important To, From, Subject and
Date information for the message.

Question 2:

Identify the first two unique boundaries in your message and fill them in below (better yet, copy
and paste them into an electronic document):

First Boundary:

Second Boundary:

Note how the first boundary value serves to separate the three main sections of the message
(Header, Message Body and Attachment) and the second boundary value separates the alternate
message body types (i.e., Text/Plain and Text/HTML).

Message IDs: According to the RFC mail specifications, each message transmitted via e-mail should
incorporate a unigue message identifier value called “Message-ID.”

Question 3:

Find the Message-ID value in your message and record it below: (or copy and paste, etc.):

Message-ID:

Evidence Tip: Many forged e-mail messages are contrived by altering the message bodies of genuine
messages. Forgers often overlook the Message-ID value, making it possible to detect the forgery
and identify the genuine message that was altered.

Attachments: Drop down to the last section of your message source containing the Base64 encoded
image (look for the next to last usage of the boundary and “Content-Type: image/type of image you
attached;” followed by the name of the image file you attached in quotes).

Question 4:

Apart from the name of the attached image file, do you see any other system metadata values
for the image, such as Date Modified or Date Created? (yes or no):
If yes, record them here:
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Coordinated Universal Time (UTC): Time values in e-mail message headers are often expressed
with reference to Coordinated Universal Time (Temps Universel Coordonné in French), the
primary world time standard. UTC is often called Zulu time by the military and aviators and is
essentially the same as Greenwich Mean Time (GMT), the time on the official clock located at the
Royal Observatory in Greenwich, England. A UTC offset value expresses the difference between
the stated local time and UTC, allowing messages to be normalized on a consistent time line,
notwithstanding differing time zones and daylight savings time settings.

Question 5:

Look in the header of your message source and identify all UTC offset values present. These will
be expressed as negative values (e.g., -0400 for a message sent from a machine set to EDT):

SENT UTC OFFSET: RECEIVED UTC OFFSET: OTHER UTC OFFSET:

West of London = UTC - X East of London = UTC + X
-
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‘e # Exercise 14: Encoded Time Values in Message Boundaries

GOALS: The goals of this exercise are for the students to:

1. Apply their knowledge of encoding, e-mail boundaries, decimal and hexadecimal to
determine whether an e-mail is legitimate or forged.
2.
OUTLINE: Students will decode e-mail boundaries to assess the integrity of an attachment.

“Time heals all wounds.” “Time is money.” “Time flies.”
To these memorable mots, | add one more: “Time is truth.”

A defining feature of electronic evidence is its connection to temporal metadata
or timestamps. Electronically stored information is frequently described by time metadata
denoting when ESI was created, modified, accessed, transmitted, or received. Clues to time are
clues to truth because temporal metadata helps establish and refute authenticity, accuracy, and
relevancy.

But in the realms of electronic evidence and digital forensics, time is tricky. It hides in peculiar
places, takes freakish forms, and doesn’t always mean what we imagine. Because time is truth, it’s
valuable to know where to find temporal clues and how to interpret them correctly.

Everyone who works with electronic evidence understands that files stored in a Windows (NTFS)
environment are paired with so-called “MAC times,” which have nothing to do with Apple Mac
computers or even the MAC address identifying a machine on a network. In the context of time,
MAC is an initialization for Modified, Accessed and Created times.

That doesn’t sound tricky. Modified means changed, accessed means opened and created means
authored, right? Wrong. A file’s modified time can change due to actions neither discernible to a
user nor reflective of user-contributed edits. Accessed times change from events (like a virus scan)
that most wouldn’t regard as accesses. Moreover, Windows stopped reliably updating file access
times way back in 2007 when it introduced the Windows Vista operating
system. Created may coincide with the date a file is authored, but it’s as likely to flow from the
copying of the file to new locations and storage media (“created” meaning created in that location).
Copying a file in Windows produces an object that appears to have been created after it’s been
modified!

it’s crucial to protect the integrity of metadata in e-discovery, so changing file creation times by
copying is a big no-no. Accordingly, e-discovery collection and processing tools perform the nifty
trick of changing MAC times on copies to match times on the files copied. Thus, targeted collection
alters every file collected, but done correctly, original metadata values are restored, and hash
values don’t change. Remember: system metadata values aren’t stored within the file they
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describe so system metadata values aren’t included in the calculation of a file’s hash value. The
upshot is that changing a file’s system metadata values—including its filename and MAC times—
doesn’t affect the file’s hash value.

Conversely and ironically, opening a Microsoft Word document without making a change to the
file’s contents can change the file’s hash value when the application updates internal metadata like
the editing clock. Yes, there’s even a timekeeping feature in Office applications!

Other tricky aspects of MAC times arise from the fact that time means nothing without place. When
we raise our glasses with the justification, “It’s five o’clock somewhere,” we are acknowledging that
time is a ground truth. “Time” means time in a time zone, adjusted for daylight savings and
expressed as a UTC Offset stating the number of time zones ahead of or behind GMT, time at the
Royal Observatory in Greenwich, England atop the Prime or “zero” Meridian.

Time values of computer files are typically stored in UTC, for Coordinated Universal Time, essentially
Greenwich Mean Time (GMT) and sometimes called Zulu or “Z” time, military shorthand for zero
meridian time. When stored times are displayed, they are adjusted by the computer’s operating
system to conform to the user’s local time zone and daylight savings time rules. So, in e-discovery
and computer forensics, it’s essential to know if a time value is a local time value adjusted for the
location and settings of the system or if it’'s a UTC value. The latter is preferred in e-discovery
because it enables time normalization of data and communications, supporting the ability to order
data from different locales and sources across a uniform timeline.

Time values are especially important to the reliable ordering of email communications. Most e-
mails are conversational threads, often a mishmash of “live” messages (with their rich complement
of header data, encoded attachments and metadata) and embedded text strings of older
messages. If the senders and receivers occupy different time zones, the timeline suffers: replies
precede messages that prompted them, and embedded text strings make it child’s play to alter
times and text. It’s just one more reason | always seek production of e-mail evidence in native and
near-native forms, not as static images. Mail headers hold data that support authenticity and
integrity—data you’ll never see produced in a load file.

Underscoring that last point, the next exercise explores time values embedded in mail boundaries.

Time Values Embedded in Mail Boundaries

If you know where to look in digital evidence, you’ll find time values hidden like Easter eggs. When
time values are absent or untrustworthy, forensic examiners draw on hidden time values—or, more
accurately, encoded time values—to construct timelines or reveal forgeries.

E-mail must adhere to structural conventions to traverse the internet and be understood by
different e-mail programs. One of these conventions is the use of a Content-Type declaration and
setting of content boundaries, enabling systems to distinguish the message header region from the
message body and attachment regions.
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The next illustration is a snippet of simplified code from a forged Gmail message. To see the
underlying code of a Gmail message, users can select “Show original” from the message options
drop-down menu (i.e., the ‘three dots’).

MIME-Version: 1.0

Date: Tue, 24 Dec 2019 10:57:42 -0600

References: <CALckR-bSRHH=M8+sDCiYXOn1GBtQhADigheG-BOY6xyvb+LESw@mail.gmail.com>
In-Reply-To: <CALckR-bSRHH=M8+sDCiYXOn1GBtQhADigheG-BOY6xyvb+LESw@mail.gmail.com>
Message-ID: <o8ud3ne02mhghwm7odsv@convertkit-mail.com>

Subject: Re: May 2020 Bootcamp - It's a Deal!

From: Bob Jones <bobjones@gmail.com>

To: Ernest Svenson <ernie@lawfirm i m>
Content-Type: multipart/alternativell boundary="00000000000063770305a4a90212"

--00000000000063770305a4a90212
Content-Type: text/plain; charset="UTF-8"

Then, consider me booked! | will turn down all other opportunities and
protect the date.

Bob Jones
bobjones@gmail.com
1523 Laurel St.

New Orleans, LA 70115
Tel: 504-555-6066

The line partly outlined in red advises that the message will be “multipart/alternative,” indicating
that there will be multiple versions of the content supplied; commonly a plain text version followed
by an HTML version. To prevent confusion of the boundary designator with message text, a complex
sequence of characters is generated to serve as the content boundary. The boundary is declared to
be “00000000000063770305a4a90212” and delineates a transition from the header to the plain
text version (shown) to the HTML version that follows (not shown).

Thus, a boundary’s sole raison d’étre is to separate parts of an e-mail; but because a boundary must
be unique to serve its purpose, programmers insure against collision with message text (and other
boundaries) by integrating time data into the boundary text. Now, watch how we decode that time
data.

Here’s our boundary, and I've highlighted fourteen hexadecimal characters in red:

000000000000
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Next, I've parsed the highlighted text into six- and eight-character strings, reversed their order
and concatenated the strings to create a new hexadecimal number:

00000000000063770305a4a90212

05a4a902637703

A decimal number is Base 10. A hexadecimal number is Base 16. They are merely different ways
of notating numeric values. So, 05a4a902637703 is just a really big number. If we convert it to its
decimal value, it becomes: 1,588,420,680,054,531. That’s 1 quadrillion, 588 trillion, 420 billion, 680
million, 54 thousand, 531. Like | said, a BIG number.

But a big number...of what?
Here’s where it gets amazing (or borderline insane, depending on your point of view).

It's the number of microseconds that have elapsed since January 1, 1970 (midnight UTC), not
counting leap seconds. A microsecond is a millionth of a second, and 1/1/1970 is the “Epoch Date”
for the Unix operating system. An Epoch Date is the date from which a computer measures system
time. Some systems resolve the Unix timestamp to seconds (10-digits), milliseconds (13-digits) or
microseconds (16-digits).

When you make that curious calculation, the resulting date proves to be Saturday, May 2, 2020
6:58:00.054 AM UTC-05:00 DST. That’s the genuine date and time the forged message was
sent. It’s not magic; it’s just math.

Had the timestamp been created by the Windows operating system, the number would signify the
number of 100 nanosecond intervals between midnight (UTC) on January 1, 1601 and the precise
time the message was sent.

Why January 1, 16017 Because that’s the “Epoch Date” for Microsoft Windows. Again, an Epoch
Date is the date from which a computer measures system time. Unix and POSIX elected to measure
time in seconds from January 1, 1970. Apple used one second intervals since January 1, 1904, and
MS-DOS used seconds since January 1, 1980. Windows went with 1/1/1601 because, when the
Windows operating system was being designed, we were in the first 400-year cycle of the Gregorian
calendar (implemented in 1582 to replace the Julian calendar). Rounding up to the start of the first
full century of the 400-year cycle made the math cleaner.
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Timestamps are everywhere in e-mail, hiding in plain sight. You’ll find them in boundaries, message
IDs, DKIM stamps and SMTP IDs. Each server handoff adds its own timestamp. It’s the rare e-mail
forger who will find every embedded timestamp and correctly modify them all to conceal the
forgery.

Exercise 14: Background

It’s Sunday morning, February 14, 2021 and, Sneak E. Student, didn’t turn in the Find the Secret
Word exercise due before class on February 10, 2021. When asked about it, Sneak swears he e-
mailed his answer right before class and promises to forward a copy of the original transmittal to
prove it.

That afternoon, Sneak E. Student, emails the following:

Proof | Submitted the Homework Exercise Before It Was Due

« —
Sneak E. Student <StudentSE2021@law.utexas.edu> © Reply ) Reply Al Forward
To ballcd@law.utexas.edu Sun 2/14/2021 3:40 PM

E Homework SESneak.eml (1.63 KB) o
QOutlook item

Hi Professor,
Funny you can't locate my homework. | attach proof that | submitted it before last class. Thanks.

Sneak E. Student
2021 ).D. Candidate

Here’s the message source:

[Server path data intentionally omitted]

MIME-Version: 1.0

Date: Sun, 14 Feb 2021 15:40:02 -0600

Message-ID: <CALckR-awbcremvyQ-
AOE2r4Lvkouy3Qu42qn70gnjLSEBLqi2Q@mail.gmail. com>

Subject: Proof I Submitted the Homework Exercise Before It was Due
From: Craig Ball <craig@ball.net>

To: ballcd@utexas.edu

Content-Type: multipart/mixed; boundary="000000000000762e5205bb52b5dd"

--000000000000762e5205bb52b5dd
Content-Type: multipart/alternative; boundary="000000000000762e4f05bb52b5db"

--000000000000762e4f05bb52b5db
Content-Type: text/plain; charset="UTF-8"

Hi Professor,
353



Funny you can't locate my homework. I attach proof that I submitted it
before last class. Thanks.

Sneak E. Student
2021 3.D. Candidate

--000000000000762e4f05bb52b5db
Content-Type: text/html; charset="UTF-8"
Content-Transfer-Encoding: quoted-printable

<div dir=3D"1tr">Hi Professor,<div dir=3D"1tr" class=3D"gmail_signature" da=
ta—smartmai1=3D"gmai1_signature"><div dir=3D"1tr"><div dir=3D"1tr"><div dir=
=3D"1tr"><div dir=3D"1tr"><div dir=3D"1tr"><div dir=3D"1tr"><div dir=3D"1tr=
"><div dir=3D"1tr"></div></div></div></div></div></div></div></div></div><d=
iv><br></div><div>Funny you can&#39;t locate my homework.=C2=A0 I attach pr=
oof that I submitted it before last class.=C2=A0 Thanks.</div><div><br></di=
v><div>Sneak E. Student</div><div>2021 3.D. Candidate</div></div>

--000000000000762e4f05bb52b5db--

--000000000000762e5205bb52b5dd

Content-Type: message/rfc822; name="Homework_SESneak.eml"
Content-Disposition: attachment; filename="Homework_SESneak.eml"
X-Attachment-1d: f_k1509k6v0

Content-ID: <f_k1509k6v0>

MIME-Version: 1.0

Date: Wed, 10 Feb 2021 14:39:26 -0600

References: <CAJVHkuuwoSEgdlcq9i0BxVEksOtxdqRNDB_OkPe_D-

G35aGzmA@nail.gmail.com>

In-Reply-To: <CAJVHkuuwoSEgdlcq9i0BxVEksOtxdgqRNDB_OkPe_D-

G35aGzmA@mail.gmail.com>

Message-ID: <CALckR-Y6XoDJZ-2Mo-nL_z-yKTP_ySM7G2pIQGLOMNTv-

vZm9Q@mail.gmail.com>

Subject: Re: Here are my Answers to the Homework

From: Sneak E. Student <studentS2021@law.ut.edu>

To: Craig Ball <craig@ball.net>

Ccontent-Type: multipart/mixed;
boundary="A_0000000000003376a205bb4c5824"

--A_0000000000003376a205bb4c5824
content-Type: multipart/alternative;
boundary="8_0000000000003376a205bb4c5824"

--B_0000000000003376a205bb4c5824
Content-Type: text/plain; charset="UTF-8"
Content-Transfer-encoding: quoted-printable

Here you go, Professor. Just under the wire!

Sneak E. Student
J.D Candidate 2021

--B_0000000000003376a205bb4c5824
Ccontent-Type: text/html; charset="1iso-8859-1"
Ccontent-Transfer-eEncoding: quoted-printable

<html>

<head> ) )

<meta http-equiv=3D"Content-Type" content=3D"text/html; charset=3Diso0-8859-=
1">

<style type=3D"text/css" style=3D"display:none;"> P {margin-top:0;margin-bo=
ttom:0;} </style>
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</head>

<body dir=3D"1tr">

<div style=3D"font-family: Calibri, Arial, Helvetica, sans-serif; font-size=
: 12pt; color: rgb(0, 0, 0);">

Here you go, Professor. &nbsp;Just under the wire!
<div><br>

</div>

<div>Sneak E. Student</div>

J.D &nbsp;Candidate 2021<br>

</div>

</body>

</html>

--B_0000000000003376a205bb4c5824--

--A_0000000000003376a205bb4c5824

Content-Type: application/msword; name="SStudent_secret word answer.rtf"

Content-Description: SStudent_secret word answer.rtf

Content-Disposition: attachment; filename="SStudent_secret word answer.rtf";
size=214; creation-date="wed, 10 Feb 2021 08:39:26 GMT";
modification-date="wed, 10 Feb 2021 08:39:26 GMT"

Content-Transfer-Encoding: base64

elxydGYXXGFuc21cYW5zaWNwZzEyNTJczGvmZjBcbm91lawNvbXxBhdFxkzwzsYwW5nMTAZzM3tcZm9u
dHR1bHtcZjBczZm5pbFxmY2hhcnN1dDAgQ2FsawlyaTt9fQOKelwgXGd1bmvyYXRvciBSawNoZwQy

MCAZL%MUOTYWMchdm11d2tpme0XHVJMSANC1xwYXJkXHNhMjAwXHNijc2XHNszVsdDFchBc
ZnMyM1xsYW5n0SBUaGUgc2NyzxXQgd29yzCBpcyB6YXImXHBhcgOKFQOKAA==

--A_0000000000003376a205bb4c5824--
--000000000000762e5205bb52b5dd-

Exercise 14: Investigate the Integrity of the Digital Evidence

Using timestamps embedded in message boundaries, can you determine if Sneak E. Student
submitted his answer to the Find the Secret Word assignment before 2:40pm CST on February
10, 2021?

Steps to Solve This Exercise:

1. Select the correct message boundary value to analyze for its embedded timestamp.
2. Extract and compose the hexadecimal timestamp in the boundary.

3. Convert the hexadecimal timestamp to a decimal timestamp value.

4. Determine the date and time the timestamp was created.

Step 1: Select the correct message boundary value.

Putting our knowledge of email anatomy to work, we see from the message source that Sneak
sent an e-mail dated Wed, 10 Feb 2021 14:39:26 -0600 as an attachment to an e-mail dated Sun,
14 Feb 2021 15:40:02 -0600. The earlier e-mail holds its own attachment: a rich text format (RTF)
text file named SStudent_secret word answer.rtf.

Both the attached e-mail message and its own embedded attachment reflect February 10 dates
and times which, if accurate, suggest a prior timely submission of the homework assignment. By
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design, e-mails are made up entirely of plain text so they can traverse even the oldest legacy e-
mail systems. Accordingly, the date and time values are plain text and can be easily altered with a
text editor. If that’s all we had to go on, we would be forced to conclude that the assignment was
timely.

Still, we know that e-mails may contain timestamps encoded in message boundaries revealing the
genuine date of a forged communication. If we look at the timestamps, we may be able to find
evidence corroborating or refuting the plain text dates. However, there are four distinct
boundaries declared in the message source.

boundary="000000000000762e5205bb52b5dd"

boundary="000000000000762e4f05bb52b5db"

boundary="A_0000000000003376a205bb4c5824"
boundary="B_0000000000003376a205bb4c5824"

There’s no cause to question the timing of the February 14 transmittal, so we would expect those
boundaries to resolve to February 14 timestamps. Instead, we want to look at the boundaries in
the e-mail attachment purporting to be created on February 10, 2021. Because the purportedly
older e-mail message is an attachment to a subsequent transmittal, we should not be surprised to
find that the boundaries of the attachment are flanked by the boundaries of the transmittal.

The boundaries declared in the attachment are:

boundary="A_0000000000003376a205bb4c5824"
boundary="B_0000000000003376a205bb4c5824"

Step 2: Extract and compose the hexadecimal timestamp in the boundary.

We want to parse the boundary string in the manner demonstrated above, dropping the two final
characters and creating a concatenated string of the preceding eight and six characters in the
boundary, like so:

A_0000000000003376a205bb4c5824

05bb4c583376a2

Our hexadecimal time stamp is 05bb4c583376a2.
Step 3: Convert the hexadecimal timestamp to a decimal timestamp value.

Now, you must determine the decimal equivalent of the hexadecimal value 05bb4c583376a2.
You could do this manually, of course, but it's must faster to use a conversion tool. You could
download a conversion app for the task, or you can locate an online converter. If you Google Hex
to Decimal Converter, many suitable options come up. | used the calculator at
https://www.rapidtables.com/convert/number/hex-to-decimal.html, but again, any converter will
do.
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Exercise 14A: What is the decimal value of the hex value 05bb4c583376a2?

Answer:

Step 4: Determine the date and time the timestamp was created.

With luck, the decimal number you’ve just determined reflects the number of microseconds that
elapsed between the Epoch date of January 1, 1970 and the time the timestamp was created.
You could make such a calculation manually knowing there are 86,400,000,000 microseconds in a
day, but that’s the sort of task where computers excel. So, again, we can turn to the web to find a
suitable conversion tool. If you Google, say, “convert decimal to epoch date,” you'll find a range
of online tools that will complete the conversion from a decimal value to a date value. | used
https://www.epochconverter.com/ but any should do.

Exercise 14B: What is the date and time of the decimal value in your answer to 14A, above?
Make sure the date you supply is expressed as U.S. Central Standard Time, not GMT or UTC.

Answer:
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y # Exercise 15: Forensic Imaging

GOALS: The goals of this exercise are for the student to:

1. Address distinctions between forensically sound imaging versus copies, clones and targeted
collection; and

2. Use a forensic imaging utility to create and validate a forensically sound image of evidence
media.

CAVEAT: The techniques and tools employed in this exercise should not be employed against real
evidence in connection with pending or contemplated litigation because crucial steps (like write
blocking) required to protect the integrity of the evidence have been omitted for expediency.

When users empty deleted files from Windows recycle bins, they aren't gone. The operating system
simply ceases to track them, freeing the clusters the deleted data occupies for reallocation to new
files. Eventually, these unallocated clusters may be reused, and their contents overwritten, but
until that happens, Windows turns a blind eye to them. Because Windows only sees active data, it
only copies active data. Forensically sound preservation safeguards the entire drive—data and
metadata in allocated clusters PLUS artifacts in slack space and unallocated clusters--including the
deleted data they hold.

Accordingly, think of the Three Commandments of forensically sound preservation as:

1. Don't alter the evidence;
2. Accurately and thoroughly replicate the contents; and
3. Prove the preceding objectives were met.

These standards cannot be met in every situation—notably, in the logical acquisition of a live server
or physical acquisition of a phone or tablet device—but parties deviating from a “change nothing”
standard should weigh, disclose and defend any deviation.

Distinguishing “Clones” and “Collections” from “Images”

Even lawyers steeped in electronic data discovery may confuse active file imaging (i.e., Ghosting or
targeted collection), cloning and forensically sound imaging. You shouldn't. If someone suggests
an active data duplicate is forensically sound, set them straight and reserve "forensically sound" to
describe only processes preserving all the information on the media.
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The terms “clone” and “image” are often used interchangeably, along with others like “bit stream
copy” and “mirror.” So long as the duplicate is created in a forensically sound way and can be
reliably verified to be so, the name attached to the duplicate doesn’t make much difference.

A “targeted collection” is merely the copying of some or all of the active data on an evidence drive.
It omits the contents of unallocated clusters and file slack space, and typically leaves behind
operating system artifacts of importance to forensic analysis. Accordingly, targeted collection may
be sufficient for the limited purposes of e-discovery; but it’s almost always insufficient as a method
to preserve data for forensic analysis.

The term “drive image” is most closely associated with a method of forensic duplication whereby
all of the data and metadata on the source drive are stored in a file or series of files which, though
structurally different from the source drive, can be reconstituted (“restored”) in such a way as to
be a forensically-sound duplicate of the source drive. A drive image may be used with compression
algorithms to store of the source drive data in a more compact fashion. Though a drive image is
capable of being restored to create a clone drive, modern drive analysis software is designed to
“virtually restore” the drive, reading directly from the image file and “seeing” the forensically sound
duplicate drive without the necessity for restoration.

How do you make a “forensically-sound” duplicate of a drive?

Although forensic examiners use similar techniques and equipment, there is no one “recognized”
or “approved” way to create a forensically-sound duplicate of a drive. There are several hardware
and software tools well-suited to the task, each with strengths and weaknesses, but all are capable
of creating a forensically-sound duplicate of a hard drive when used correctly. Keep in mind that
there are many different types of digital media out there, and a tool well-suited to one may be
incapable of duplicating another. You simply need to know what you are doing and match the tool
to the task

Don’t Alter the Evidence

Forensic examiners are careful to prevent the preservation process from effecting changes to the
source evidence in a process called “write blocking.” Write blocking is achieved in three principal
ways:

1. By the use of write blocking hardware (devices) interposed between the evidence drive and
any computer. The hardware write blocker intercepts any “writes” or changes that the
computer might otherwise effect upon the evidence;

2. By the use of write blocking software tools designed to achieve the same prophylactic end;
or

3. By the use of operating systems (like Linux) that can be reliably configured so as not to write
to the evidence media.
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We will forego the use of write blocking techniques in this exercise; however, a competent forensic
examiner would not do so absent compelling justification. There is simply too much risk posed to
the integrity of the evidence.

Accurately and Thoroughly Replicate the Contents

Approaches to forensically sound duplication range from generic software capable of producing a
bit stream duplicate to custom-built applications exclusively for forensic drive duplication to
handheld devices that automate nearly the entire process.

Duplication methodologies fall into two camps: those which create a drive image (a file or collection
of files which can be virtually or physically restored to match the source evidence) and those which
create a clone drive (a fully operational one-to-one copy of the evidence drive). Cloning was once
common but is now an outmoded approach that has almost entirely given way to drive imaging.
Again, done right, either approach works, but drive imaging enjoys significant advantages deriving
from encapsulating the evidence data into authenticable image files unaffected by the file system
for the target drive. A clone, being fully operational, is more prone to corruption of the evidence
data it holds stemming from improper handling. Simply attaching a clone to a computer without
the use of write blocking procedures may serve to destroy the integrity of the evidence.

Prove the Image is forensically sound

Considering the size of modern hard drives, one way you can’t prove the validity of your duplicate
is by manually comparing the data. It’s just impossible. So, the process of verification must be
automated and foolproof. To appreciate the solution, take a moment to ponder the problem: how
can you examine billions or trillions of sectors on a duplicate drive and be certain that every one of
them has precisely the same value and is in the exact same relative location as on the source drive?
Not just be certain but be more reliably certain than fingerprints or DNA evidence. This is where
we say “thanks” to the mathematical geniuses who gave up normal human interaction to dedicate
their lives to algorithms, arrays and one-way computations. These are the brainiacs who thought
up “hash functions” and “message digests.”

Recall that a hash function accepts a value of any size as its input, performs a complex calculation
on that input and returns a value of fixed length as its output. The output value functions as a
unique representation of the input. Put in a complex “message” and out pops a long, fixed string
of letters and number bearing no discernable relationship to the message but which can only be
generated by that one input. Accordingly, the output is called a “message digest.” The truly
marvelous feature of this is that the computation only works in one direction (“one way”). It's
considered “computationally infeasible” to decode the input from the output. Since the input
message can be anything, someone had the very bright idea to use the entire contents of a hard
drive or thumb drive as the input and—voilal—the output becomes a fingerprint of that drive’s
contents and layout. Change so much as one single bit somewhere on the drive and the message
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digest changes dramatically. Since the fingerprint is unique to the inputted message (here, the data
on the drive) only a forensically-sound duplicate of the drive could generate the same message
digest.

Most software and hardware tools sold for the purpose of forensically sound drive duplication
integrate hashing for immediate authentication. These will typically create a file record or ancillary
file memorializing the hash values of the source and target as well as other data identifying the
evidence and demonstrating the integrity of the process.

Exercise 15: Creating a Forensic Image of a Thumb Drive
Step 1: Download and Install Nuix Imager

We will use two software tools from Nuix for two exercises this semester. These two applications,
Nuix Imager and Nuix Workstation, can be found on your EVIDENCE thumb drive and in Canvas in
Files> 4_SOFTWARE INSTALLER FILES. I've supplied versions for Windows and Mac. For this
exercise, you must install the version of NUIX IMAGER suited to your system:

Windows: nuix-imager-amd64-9.4.0.105.msi
Mac: Nuix Imager 9.4.0.105.dmg

Step 2A: Attach the Evidence Thumb Drive and Run Nuix Imager

Plug the furnished “evidence” thumb drive |tcenceSelection X

Select where to get your licence from:

into your machine.®® Note the drive letter

https: {flicence-api.nuix.com (doud-server)

assigned to it by the computer at insertion.

Launch Nuix Imager. When you get the screen

Select the type of licence you want:

at r|ght' CI|ck OK. Don't select more than two Muix eDiscovery Workstation Approximate remaining cap: 10 GB

workers.

Select how many workers you want:

Number of workers: | 15| (50 available)

Cancel

Use these credentials when requested:

User name: Craig.Ball
Temporary password: GoNuix1!

8 |n the event COVID prevents you from obtaining your evidence thumb drive, you may need to use a 6GB or larger
thumb drive of your own as your “evidence drive.” In that event, let me know a few days before the assignment is
due and I'll provide a means for you to make your drive resemble the evidence drive. Be aware that the size, sector
count, contents and hash values of your evidence drive will not match those in the illustrations below.
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Step 2B: Add Evidence

Click the Add “Evidence lItem” button on the menu bar.

B Nuix Imager — ] X

Export  Help

8 Remove Evidence E Image Mobile Device [ Save As ! Export Disk Image Ii Export Logical Image B Compute Digests @ Verify Image
|
Evidence Tree o 8 X Children o 8 X Item g 8 x

ﬂ] View: |ResultsList ~ 'E:

Text | Binary | Mative = Metadata

[] Quick metadata only » Details 3lines  ~

Name

<

v

Items Selected for Export g R o

— & ¥ Clear E Export Logical Image 9 Export Items B Export Item List

| D Processes running Nuix eDiscovery Workstation | Default Configuration | 324M of 1778M | T

Click “Local Disks”

.Nuixlmager
File Edit Item Export Help

sk Add Evidence... { Remove Evidence B Image Mobile Device e As ! Export Disk Image Ig Export Logical Image n Compute Di

Add Local Evidence
[~ ) [ '
|
+ = 3
Files Folders Split-DD Image This Computer
Add Network Evidence E Type
E\ Local Disks o
e ¥ & st [salf
Mail Store Amazon 53 Buckets SharePoint Server Exchange Server Microsoft SQL Server Orade Databaze
> N
0 mﬁ
Documentum Server 55H Server Twitter Account
Add Cloud Account Evidence
o % ey ¢ & a
Drophox Drophox
Individual Account Team Account Box Account Enterprise Box Acc... Google Drive Microsoft OneDrive
Apple iCloud

Step 3: Select the Source Evidence
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From the “Add Local Disk menu, select the evidence drive, a 8.05GB Flash Disk. DO NOT select any
larger drive or your boot drive. Click OK.

B 2dd Local Disk x
Device Drive Size Make & Model Serial Number Write Bl...
\\. \PhysicalDriven -\, STS000DMO00-1FK 178 5TB ST5000DMOD0-1FK 178 W4I1K5KD O
\\. \PhysicalDrive 1 |, ST4000DMO00-1F 2168 4TE ST4000DMOD0-1F 2168 5300VESF O
W\ PhysicalDrive 10 '.? Generic STORAGE DEVICE USBE Device 0 bytes STORAGE DEVICE 000000009744 |:|
W\ PhysicalDrive 12 LaCie Rugged Mini USE3 SCSI Disk Device 1TB Rugged Mini USE3 3ZB576LMO000 |:|
\\. \PhysicalDrive2 -\, STBO0ODMOO4-2CX 188 5TE STEO00DMOD4-2CX183  ZCT2GB1H O
W \PhysicalDrive3 LJ‘ WDC WD40 EZRZ-00GXCED SCSI Disk Device 4 TE EZRZ-00GXCEO WD-WCCTKAVNUDP S |:|
\\. \PhysicalDrive4 -\, STS000DM 000-1FK178 5CSI Disk Device 5T 000-1FK175 W4I1MSYH O
\\. \PhysicalDrive5 |, Samsung 55D 840 EVO 1TB 5CSI Disk Device 1TB 550 540 EVO 1TB 51DONSAF 4297564 O
\\. \PhysicalDrives -, CT2000MY 5005501 5CSI Disk Device 2TE 5005501 2009E25F42CA O

W \PhysicalDrived " VendorCo ProductCode USB Device 8.05GB ProductCode kt20200000014ca | ]

I OK I Cancel

Select the drive you will image by clicking on its \\Physical Drive number (your number will likely be
different than that shown here), the select Export Disk Image.

B Muix Imager - [m] x
File Edit Iem Export Help

+ Add Evidence... — Remove Evidence E Image Mobile Device |74 Save A

s Evidence Tree a B x Children g 8 x Item a g X
- £ \\. PhysicalDri
View: |Results List = £\ Physicalbrives

= ~ Text | Binary | MNative | Metadata

[ Quick metadata only

Export Logical Image E Compute Digests @ Verify Image

b Details 3lines  ~

i EVIDENCE 174732 8.05 63
[ 2’| IBM Boot Record Mame

EVIDENCE

TEM Boot Record
[Unallocated Space]

1., This item does not expose any text.

< >

Items Selected for Export o 7

— & ¥ Clear E‘\ Export Logical Image Q Export [tems m Export Item List

| D Processes running Nui eDiscovery Workstation | Default Configuration | 393M of 1778M | T

Step 4: Create a folder on your desktop called Evidence Drive. Be sure you have 8GB of free space
available on your drive.

Complete the Export Physical Image menu as shown below, selecting your desktop Evidence Drive
folder as the Output Directory. Click OK.
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Export Physical Image

General Settings

Image type:

Image Settings

Leave the Image Type “ E01”

E0L | €

COutput directory:

‘\Wsers\Craig Bal\Desktop'\Evidence Drive

vﬁ

Image base name:

Case number:
Evidence number;

Examiner:

Evidence Drive Image

123

456

—

Your Name

Description:

Black thumb drive with aluminum swing cover

Motes:

Received in dass for exercise,

Model number:

Serial number:

ProductCode

YOUR
Evidence Drive folder here.

== Be sure to select

= Put your name here

Your serial number will be

kt20200000014c8
Yerity image after writing

Cancel

different than the one shown

The image process begins.
monitor progess in the Exporting Disk

Image progress bar.

more than about ten minutes. It varies.

Upon completion of the
image, verification begins.

It should take no

Exporting Disk Image

You can Output file:

Elapsed: 0:01:31
Estimated remaining: 0:04:38

progress: [

Export rate:  21.91 MBsecond

2GB /8.05GB

i Current binary block

Cancel

Verifying Image
Image file: Evidence Drive Image.E01
Exportrate: 136,66 MB/second

Elapsed: 0:00:21
Estimated remaining: 0:00:37

Progress: [N

2.91GB /8.05GB
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A Physical Image Verification report (right)
should appear (your values will be
different):

You’re done! You can remove the evidence
thumb drive.

An Image Export Report is stored in your
Evidence Drive folder.

Your Evidence Drive folder (below)
contains four files comprising the image
set. Collectively, the three files with EOx
extensions hold the entirety of the data on
the evidence thumb drive.

H Image Verification

Physical Image Verification Report

Created by Muix 2.4.0,105

Start time: 20210819T1582841.865-0500
End time: 202108197 182932.094-0500
Verification time: 0:00:50

Verification successful

MD5:
Stored digest: dbc9df4d5416597b65b896f9a804101b

SHA-1:

Computed digest: dbcodf4d5416597b65b896f3a804101b - match

Stored digest: d54a0718 1f2a70adoar728def95a 17f47acee 7h31
Computed digest: d54a07181f2a70ad6a728d6fa5a17f476c6e7b31 - match

Save OK

" Evidence Drive Image-report.txt - Notepad

File Edit Format View Help

Physical image written to: C:\Users\Craig Ball\Desktop\Evidence Drive\Evidence Drive Image.e@1

Size: 8.85 GB

Start time: 2021-88-19 18:22:22.831 -05:00
End time: 20821-88-19 18:28:41.652 -85:08
Imaging time: @:86:18 21.3 MB/second
Total size: 8.85 GB (8,053,063,680 bytes)

Acquired with: Huix - 9.4.8.185

Case: 123

Evidence: 456

Examiner: Your Name

Description: Black thumb drive with aluminum swing cover
Notes: Received in class for exercise.

Source media type: FIXED
Model number: ProductCode
Serial number: kt20200006814c8

Image MDS5: dbc9df4d5416597b65b896F9a8B4181b
Image SHA-1: d54a@7181f2a70ad6a728d6f35a17f476c6e7b31

Created by Nuix 9.4.8.185

Start time: 20210819T182841.865-0500
End time: 208210819T182932.894-8500
Verification time: 8:88:58

Verification successful

MD5:

Stored digest: dbc9df4d5416597b65b896F9a804181b

Computed digest: dbc9df4d5416597be5b896f9a804101b - match

SHA-1:
Stored digest: d54a87181f2a7@adba728d6f95a17f476c6e7b31
Computed digest: d54a@7181f2a7@ad6a728d6f95a17f476c6e7b31 - match

Ln1, Coll 100%  Unix (LF) UTF-8
v A » ThisPC » Desktop * Evidence Drive w | 0 Search Evidence Drive
Marme Date modified Type Size
Fj Evidence Drive Image,E0 8/19/2021 6:28 PM ED1 File (933,111 KB
| | Evidence Drive Image.E02 8/19/2021 6:28 PM E02 File 953,006 KB
| | Evidence Drive Image.E03 8/19/2021 €:28 PM ED3 File ;
|Z| Evidence Drive Image-report.bt 8/19/2021 €:29 PM Text Document 2KB

Please keep track of the image set you created as you will use it again in a later exercise!
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Opportunities and Obstacles: E-Discovery from Mobile Devices

Do you live two lives, one online and the other off? Millions lead lives divided between their
physical presence in the real world and a deeply felt presence in virtual worlds, where they chat,
post, friend, like and lurk. They are constantly checking themselves in and checking others out in
cyberspace. In both worlds, they leave evidence behind. They generate evidence in the real world
that comes to court as testimony, records and tangible items. Likewise, they generate vast volumes
of digital evidence in cyberspace, strewn across modern electronic systems, sites, devices and
applications.

Trial lawyers who know how to marshal and manage evidence from the real world are often lost
when confronted with cyber evidence. Here, we take an introductory look at discovery from mobile
devices.

The Blessing and Curse of ESI

Even if you don’t know that data volume is growing at a compound annual rate of 42 percent, you
probably sense it. This exponential growth suggests there’s little point feeling overwhelmed by
data volumes today because we are facing volumes ten times as great in five years, and fifty times
as great in ten years.®* Today is tomorrow’s “good old days.”

There’s going to be a lot more electronic evidence; but, there’s still time to choose how you deal
with it.

A lawyer can curse electronic evidence and imagine he or she is preserving, collecting and
requesting all they need without cell phones, the Cloud and all that other ‘e-stuff.’

Or, the lawyer can see that electronic evidence is powerful, probative and downright amazing, and
embrace it as the best thing to happen to the law since pen and ink. Never in human history have
we enjoyed more or more persuasive ways to prove our cases.

Mobile Miracle

According to the U.S. Center for Disease Control, more than 41% of American households have no
landline phone. They rely on wireless service alone. For those between the ages of 25 and 29, two-
thirds are wireless-only. Per an IDC report sponsored by Facebook, four out of five people start
using their smartphones within 15 minutes of waking up and for most, it’s the very first thing they
do, ahead of brushing their teeth or answering nature’s call. For those in the lowest economic
stratum, mobile phones are the principal and often sole source of Internet connectivity.

84 Market research firm IDC predicted that digital data would grow at a compound annual growth rate of 42 percent
through 2020, attributable to the proliferation of smart phones, tablets, Cloud applications, digital entertainment and
the Internet of Things.
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Apple has sold more than one billion iPhones worldwide from 2007 to 2016. These hold apps drawn
from the more than 2.3 million apps offered in the iOS App Store, compounding the more than 25
billion times these apps have been downloaded and installed.

Worldwide, phones running the competing Android operating system account for three times as
many activations as Apple phones. The United States Supreme Court summed it up handily: “Today
many of the more than 90% of American adults who own cell phones keep on their person a digital
record of nearly every aspect of their lives.”#

Within this comprehensive digital record lies a cornucopia of probative evidence gathered using a
variety of sensors and capabilities. The latest smart phones contain a microphone, fingerprint
reader, barometer, accelerometer, compass, gyroscope, three radio systems, near field
communications capability, proximity, touch, light and moisture sensors, a high-resolution still and
video camera and a global positioning system.8¢ As well, users contribute countless texts, email
messages, social networking interactions and requests calls for web and app data.

Smart phones serve as a source of the following data:

e SIM card data e Geolocation data e Web history

e Files e E-mail e Calendar

o Wi-Fi history e Voicemail e Bookmarks

o Calllogs e Chat e Task lists

e Photographs and video e SMS and MMS e Notes

e Contacts e Application data e Music and rich media

Mustering Mobile

For the last decade, lawyers have been learning to cope with electronic evidence. We know how
to acquire the contents of hard drives. We know about imaging and targeted collection. We've
gotten better at culling, filtering and processing PC and server data. After all, most corporate data
lives within identical file and messaging systems, and even those scary databases tend to be built
on just a handful of well-known platforms. Too, we’ve got good tools and lots of skilled personnel
to call on.

Now, let’s talk mobile.

8 Riley v. California, 573 U.S. ___ (2014).
8 |n support of 911 emergency services, U.S. law requires the GPS locator function when the phone is on.
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Let’s talk interfaces. We’ve been acquiring from hard drives for thirty years, using two principal
interfaces: PATA and SATA. We’ve been grabbing data over USB for 17 years, and the USB 1, 2 and
3 interfaces all connect the same way with full backward compatibility. But phones and
tablets? The plugs change almost annually (30-pin dock? Lightning? Thunderbolt?). The internal
protocols change faster still: try seven generations of iOS in five years.

COMPUTER INTERFACES MOBILE DEVICE INTERFACES

Let’s talk operating systems. Two principal operating systems have ruled the roost in P.C.
operating systems for decades: Windows and MacOS. Although the Android and iOS operating
systems command huge market shares, there are still dozens of competing proprietary mobile
operating systems in the world marketplace.

COMPUTERS MOBILE DEVICES
’ DO @t
= MOTOROLA refox0S | A O e LAk
: [_'U Symbtan irefox —

Bss  mcu NTC rx = (NI
L/ A & nokia i
v HUAWel ::- JFES2 can>0ID

-» »
MAC WINDOWS m Il seckeery  UDUNEU o
-- QuALcOMWW byl
encryption. There Windows Phone Obada EFS2 XSk \J) FAT is

content on phones and tablets (e.g., e-mail

messaging) that we cannot acquire at all as a consequence of unavoidable encryption. Apple lately
claims that it has so woven encryption into its latest products that it couldn’t gain access to some
content on its products if it tried. The law enforcement community depends on the hacker
community to come up with ways to get evidence from iPhones and iPads. What’s wrong with
THAT picture?
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Let’s talk tools. Anyone can move information off a PC. Forensic Mobile Preservation Tools

disk imaging software is free and easy to use. You can buy a write COST: ~ $12,000 for hardware
blocker suitable for forensically-sound acquisition for as little I ~ $3,000-$5,000/yr for software l
as $25.00. But, what have you got that will preserve the contents e

of an iPhone or iPad? Are you going to synch it with
iTunes? Does iTunes grab all you’re obliged to preserve? If it did

(and it doesn’t), what now? How are you going to get that iTunes
data into an e-discovery review platform? There’s no app for that.

Let’s talk time. It takes longer to acquire a 64Gb iPhone
than it does to acquire a 640Gb hard drive. A fully-loaded [
iPad may take 48 hours. Moreover, you can acquire several ‘ ‘

hard drives simultaneously; but, most who own tools to
acquire phones and tablets can process just one at a IPad+128 GB
time. It’s about as non-scalable a workflow as your worst with Retina displey

e-discovery nightmare.

(== )

A full up 128GB iPad?
~ 48 hours

Challenges All Across the EDRM to image!
The Electronic Discovery Reference Model or EDRM is an
iconic workflow schematic that depicts the end-

to-end e-discovery process. It's a handy context Challenges all across the EDRM
in which to address the ways that mobile devices

pose challenges in e-discovery.
Electronic Discovery Reference Model

|| Preservation
Collection

VOLUME RELEVANCE

Electronic Discovery Reference Model / © 2009 / v2.0 / edrm.net

Information Governance:

Businesses adopt a BYOD (Bring Your Own
Device) model when they allow employees to
connect their personal phones and tablets to the
corporate network. Securing the ability to access
these devices for e-discovery requires employers
obtaining consents in employment agreements.

Presentation

!

Identification:

Mobile devices tend to be replaced and upgraded
more frequently than laptop and desktop computers;
accordingly, it’s harder to maintain an up-to-date data map for mobile devices. Mobile devices also
do not support remote collection software of the sort that makes it feasible to search other
network-connected computer systems. Too, the variety of apps and difficulty navigating the file
systems of mobile devices complicates the ability to catalog contents.
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Preservation:

It's common for companies and individuals to own
mobile devices yet lack any means by which the
contents of the phone or tablet can be duplicated and
preserved when the need to do so arises in
anticipation of litigation. Even the seemingly simple
task of preserving text messages can be daunting to
the user who realizes that, e.g., the iPhone offers no
easy means to download or print text messages.

Collection: As there are few, if any, secure ways to
preserve mobile data in situ, preservation of mobile
generally entails collection from the device, by a
computer forensic expert, and tends to be harder,
slower and costlier than collection from PC/server
environments.

Processing: The unpacking, ingestion, indexing and
volume reduction of electronically stored
information on mobile devices is referred to as
“Processing,” and it's complicated by the fact that so
many devices have their own unique operating
systems. Moreover, each tends to secure data in
unique, effective ways, such that encrypted data
cannot be processed at all if it is not first decrypted.

Review:

Review of electronic evidence tends to occur in so-
called “review platforms,” including those with well-
known names like Concordance and Relativity. For
the most part, these (and message archival and
retrieval systems) are not equipped to support
ingestion and review of all the types and forms of
electronic evidence that can be elicited from modern
mobile devices and applications.

Analysis:

Much mobile data--particularly the shorthand
messaging data that accounts for so much mobile
usage—tend not to be good candidates for advanced
analytics tools like Predictive Coding.
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Geolocation

Cell phones have always been trackable by virtue
of their essential communication with cell tower
sites. Moreover, and by law, any phone sold in
the U.S. must be capable of precise GPS-style
geolocation in order to support 9-1-1 emergency
response services. Your phone broadcasts its
location all the time with a precision better than
ten meters. Phones are also pinging for Internet
service by polling nearby routers for open IP
connections and identifying themselves and the
routers. You can forget about turning off all this
profligate pinging and polling. Anytime your
phone is capable of communicating by voice, text
or data, you are generating and collecting
geolocation data. Anytime. Every time. And
when you interrupt that capability that, too,
leaves a telling record.

Phones are just the tip of the iceberg. The
Internet of Things (loT) is a
My Nest
thermostat knows if I’'m home or away and senses

burgeoning
cornucopia of geolocation data.

my presence as | walk by. The cameras in my
home store my comings and goings in the Cloud
for a week at a time. When someone enters, | get
a text. My cell phone controls door locks and
lighting, all by conversing across the Web. | can
instruct Alexa, my Amazon Echo virtual assistant
to turn on and off lights, and thanks to a free
service called If This Then That (IFTTT), | can ask
and off
by texting them, at the cost of leaving an indelible

iPhone’s Siri to turn lights on
record of even that innocuous act. Plus, Siri is
now listening all the time while my Phone
charges, not just when | push the home button
and summon her. “Hey Siri, can you be my alibi?”



Production:

Finally, how will you produce data that’s unique to a particular app in such a way that the data can
be viewed by those who lack both the device and the app? Much work remains with respect to
forms of production best suited to mobile data and how to preserve the integrity, completeness
and utility of the data as it moves out of the proprietary phone/app environment and into the realm
of more conventional e-discovery tools.

So, What Do | Do?

Though mobile is unlike anything we’ve faced in e-discovery and there are few affordable tools
extant geared to preserving and processing mobile evidence, we are not relieved of the duty to
preserve it in anticipation of litigation and produce it when discoverable.

You first hurdle may be persuading the phone’s user to part with it intact. Mobile devices are
unique in terms of intimacy and dependency. Unlike computers, mobile devices are constant
companions, often on our person. The attachment many feel to their mobile phone cannot be
overstated. Itis simply inconceivable to them to part with their phones for an hour or two, let alone
overnight or indefinitely. Many would be unable to contact even their spouse, children or closest
friends without access to the data stored on their phones. Their mobile phone number may be the
only way they can be contacted in the event of an emergency. Their phones wake them up in the
morning, summon their ride to work, buy their morning bagel and serve as an essential link to
almost every aspect of their social and business lives. Smart phones have become the other half of
their brains.

So, when you advise a mobile user that you must take their devices away from them in order to
collect information in discovery, you may be shocked at the level of resistance--even panic or
duplicity--that request prompts. You need a plan and a reliable projection as to when the device
will be returned. Ideally, you can furnish a substitute device that can be immediately configured to
mirror the one taken without unduly altering evidence. Don’t forget to obtain the credentials
required to access the device (e.g., PIN code or other passwords). Further, be wary of affording
users the opportunity to delete contents or wipe the device by resetting to factory settings.?’
Perhaps due to the intimate relationship users have with their devices, mobile users tend to adopt
an even more proprietary and protective mien than computer users.

Four Options for Mobile Preservation

In civil cases, before you do anything with a mobile device, it’s good practice to back it up using the
native application (e.g., iTunes for iPhones and iPads and preserve the backup). This gives you a
path back to the data and a means to provision a substitute device, if needed. Then, you have four
options when it comes to preserving data on mobile devices:

1. Prove You Don’t Have to Do It: If you can demonstrate that there is no information on the
mobile device that won’t be obtained and preserved from another more-accessible source then

87 Contents can often be erased by users entering the wrong password repeatedly, and it’s not uncommon to see
users making this “mistake” on the eve of being required to surrender their phones.
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you may be relieved of the obligation to collect from the device. This was easier in the day
when many companies employed Blackberry Enterprise Servers to redirect data to then-
ubiquitous Blackberry phones. Today, it's much harder to posit that a mobile device has no
unique content. But, if that’s your justification to skip retention of mobile data, you should be
prepared to prove that anything you’d have grabbed from the phone was obtained from
another source.

It’s an uphill battle to argue that a mobile device meets the definition of a “not reasonably
accessible” source of discoverable data. The contents of mobile devices are readily accessible to
users of the devices even if they are hard for others to access and collect.

2.

Sequester the Device: From the standpoint of overall cost of preservation, it may be cheaper
and easier to replace the device, put the original in airplane mode (to prevent changes to
contents and remote wipes) and sequester it. Be sure to obtain and test credentials permitting
access to the contents before sequestration.

Search for Software Solutions: Depending upon the nature of the information that must be
preserved, it may be feasible to obtain applications designed to pull and preserve specific
contents. For example, if you only need to preserve messaging, there are applications geared
to that purpose, such as iMazing, Decipher TextMessage or Ecamm PhoneView. Before using
unknown software, assess what it’s limitations may be in terms of the potential for altering
metadata values or leaving information behind.

Get the credentials, Hire a Pro and Image It: Though technicians with the training and
experience to forensically image phones are scarce and may be pricey, it remains the most
defensible approach to preservation. Forensic examiners expert in mobile acquisition will have
invested in specialized tools like Cellebrite UFED, Micro Systemation XRY, Lantern or Oxygen
Forensic Suite. Forensicimaging exploits three levels of access to the contents of mobile devices
referred to as Physical, Logical and File System access. Though a physical level image is the most
complete, it is also the slowest and hardest to obtain in that the device may need to be “rooted”
or “jailbroken” in order to secure access to data stored on the physical media. Talk with the
examiner about the approaches best suited to the device and matter and, again, be sure to get
the user’s credentials (i.e., PIN and passwords) and supply them to the examiner. Encryption
schemes employed by the devices increasingly serve to frustrate use of the most complete
imaging techniques. In those case, some data is simply unobtainable by any current forensic
imaging methodology.
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Simple, Scalable Solutions to iOS-Device Preservation

Can anyone doubt the changes wrought by the modern “smart” cellphone? All day, we see
drivers looking at their phones, some so engrossed they fail to move when the light turns
green. Phones have altered the progress of traffic in every community. We've turned into
distracted digital zombies behind the wheels of our cars.

Distracted driving has eclipsed speeding and drunken driving as the leading cause of motor
vehicle collisions. Walking into fixed objects while texting is reportedly the most common
reason young people visit emergency rooms today. Instances of “distracted walking” injury
have doubled every year since 2006. Doing the math, 250 ER visits in 2006 are over half a
million ER visits today, because we walk into poles, doors and parked cars while texting!

Look around you (if you can pry your eyes from your screen). How many are using their
phones? At a concert, how many are experiencing it through the lens of their cell phone
cameras? How many selfies? How many texts? How many apps?

Lately I've begun asking audiences how many are never more than an arm’s length from their
phones. A majority raise their hands. These are tech-wary lawyers. Most are Boomers, not
Millennials.

Smart phones have changed us. Litigants are at a turning point in meeting e-discovery duties,
and lawyers ignore this sea change at peril.

Today, if you fail to advise clients to preserve relevant and unique mobile data when

under a preservation duty, you’re committing malpractice.

Yes, I used the "M” word, and not lightly.

Two things have changed such that we can’t hide our heads in the sand anymore when it comes
to mobile evidence. First, the data on phones and tablets is not a copy of information held
elsewhere. It's unique, and often relevant, probative evidence. Second, the locking down of
phone content has driven the preservation of mobile content from the esoteric realm of
computer forensics to the readily accessible world of apps and backups. These developments
mean that, notwithstanding the outdated rationales lawyers trot out for ignoring mobile, the
time has come to accept that mobile is routinely within the scope of preservation obligations.

It was convenient to ignore mobile in e-discovery. Mobile was a black hole. You had to hire

technical experts to use expensive tools to preserve the contents of phones, and it was like
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pulling teeth to get users to surrender their devices for the time it took to image them. Users
protested, "My mobile phone is the only way the kids’ school can reach me in an emergency,
and I can’t use another phone because everyone texts now, and anyway, WHO REMEMBERS
PHONE NUMBERS ANYMORE?”

A few years ago, mobile phones shared some of the characteristics of personal computers in
that they held latent data that could be recovered using specialized tools sold for princely sums
by a couple of shadowy tech companies. So, the preservation of mobile devices slipped into the
shadows, too. Phones and tablets were forensic evidence, and only forensic examiners could
collect their contents.

Although everyone uses mobile devices all day, the contents of mobile devices were deemed
“not reasonably accessible” because everyone agreed it was too costly and burdensome to
preserve phones.

But, now there are easy, low-cost ways to preserve relevant mobile content without taking
phones away from users. Because it's become quick, easy and cheap to preserve, mobile
content is readily accessible, and its preservation (when potentially relevant) is likely
proportionate under the Federal Rules of Civil Procedure.

In e-discovery today, the forensic-level preservation of phones—the sort geared to deleted
content and forensic artifacts—is a fool’s errand. As the public learned from the FBI’s tussle
with Apple over unlocking the iPhones of the San Bernardino terrorists, modern smart phones
are locked down hard. Content is encrypted and even the keys to access the encrypted content
are themselves encrypted. Phone forensics isn't what it used to be. More and more, we can’t
get to that cornucopia of recoverable forensically-significant data.

Yet, it's quick, easy and free for a user to generate a full, unencrypted backup of a phone without
surrendering possession. The user can even place the backup in a designated location for
safekeeping by counsel or IT. Will this be a “forensic image” of the contents? Strictly speaking,
no. But as the phone manufacturers tighten their security, “forensic imaging” becomes less and
less likely to yield up content of the sort encompassed by a routine e-discovery preservation

obligation. Not every case is a job for C.S.I.

I grant that a full unencrypted backup of an iPhone isn’t going to encompass all the data that
might be gleaned by a pull-out-all-stops forensic preservation of the phone. But so what? As
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my corporate colleagues love to say, “the standard for ESI preservation isn’t perfect.” 1 always
agree adding, “but it isn’t lousy either.” Preserving by backup isn’t perfect; but, it isn’t
lousy. It's good enough, and far superior to what is currently being done to preserve mobile
evidence, i.e., absolutely nothing.

Preservation of mobile device content must become a standard component of a competent
preservation effort except where the mobile content can be shown to be beyond scope. Mobile
content has become so relevant and unique, and the ability to preserve it so undemanding, that
the standard must be preservation.

The Need

Some of you are likely reading this on your phone or tablet. If not, it’s a virtual certainty that your
phone or tablet are nearby. Few of us separate from our mobile devices for more than minutes a
day. On average, cell users spend four hours a day looking at that little screen. On average. If
your usage is much less, someone else’s is much more.

It took 30 years for e-mail to displace paper as our primary target in discovery. It’s taken barely 10
for mobile data, especially texts, to unseat e-mail as the Holy Grail of probative electronic evidence.
Mobile is where evidence lives now; yet in most cases, mobile data remains “off the table” in
discovery. It’s infrequently preserved, searched or produced.

No one can say that mobile data isn’t likely to be relevant, unique and material. Today, the
most candid communications aren’t e-mail, they’re text messages. Mobile devices are our
principal conduit to online information, eclipsing use of laptops and desktops. Texts and app
data reside primarily and exclusively on mobile devices.

No one can say that mobile data isn’t reasonably accessible. \We use phones continuously, for
everything from games to gossip to geolocation. Texts are durable (the default setting on an
iPhone is to keep texts “Forever”). Mobile content easily replicates as data backed up and
synched to laptops, desktops and online repositories like iCloud. The mobile preservation
burden pales compared to that we take for granted in the preservation of potentially-relevant
ESI on servers and personal computers.

Modest Burden. That’s what this article is about. My goal is that you see for yourself that the
preservation burden is minimal when it comes to preserving the most common and relevant
mobile data. I'll go so far as to say that the burden of preserving mobile device content, even at
an enterprise scale, is less than that of preserving a comparable volume of data on laptop or
desktop computers. Too, the workflows are as defensible and auditable as any we accept as
reasonable in meeting other ESI preservation duties.
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Three Principles

The following three principles underscore the need for efficient, defensible preservation of relevant

mobile content:

When mobile data may be unique and relevant, it should be preserved in anticipation of
litigation. This principle is especially compelling when the preservation burden is trivial (as
by use of the backup technique described below). You can demonstrate the absence of
relevant data by, e.g., sampling the contents of devices; but standing alone, a policy barring
the use of a device to store relevant data is not sufficient proof that such device has not, in
fact, been used to store data. Too often, practice belies policy, particularly for messaging
Mobile preservation should be a customary feature of a defensible litigation hold; but
absent issues of spoliation, few matters warrant the added cost of mobile preservation by
forensics experts or the burden and disruption of separating users from mobile devices.
Legitimate concerns respecting personal privacy and privilege do not justify a failure to
preserve relevant mobile data, although they will dictate how data is protected, processed,
searched, reviewed and produced.

Three Provisos:

As you undertake the exemplar workflow in the exercises and ponder how you might adapt it to

your needs, consider the following three provisos:

The method demonstrated here is but one simple, scalable and defensible method to
preserve iPhone content. It’s not necessarily the only way or the optimum way.
Preservation isn’t production. Lawyers’ abilities to search, review and produce mobile
content in utile and complete forms hasn’t kept pace with the obligation to do so, or on a
par with other responsive sources of ESI. This article and these exercises are about routine
preservation; they don’t address downstream processes and production except insofar as
ensuring that the information preserved remains readily amenable to all methods of search,
review and production in e-discovery.

Please challenge, but don’t dismiss. The duty to preserve is real and immediate; but there’s
room for honest debate about what depth and exactitude of mobile preservation is
warranted case to case. In weighing any method, compare it to the alternative. If you reject
a preservation method because you deem it flawed, is the alternative a superior method or
nothing at all? “None” is rarely the proper choice when it comes to mobile evidence.
Preserving “most” is better than “none,” but, considerations of risk may dictate that one
preserve “all” over “most.” In turn, considerations of proportionality may elevate “most”
over “all.” It’s sensible to ask, “Is the incremental cost of forensic-level preservation by
experts justified by relevant and unique content? If not, might ‘good’ be good enough?”

Defensibility

Ignoring mobile evidence isn’t the path taken by competent, ethical attorneys. We must employ

methods of preservation that aren’t unduly costly or burdensome yet pose little risk that a judge

will find the methods unreasonable. The essence of defensibility is the ability to show that an action
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was prudent per a good faith assessment of what was known, or in the exercise of diligence should
have been known, when the action occurred. If mobile content required to be preserved is lost,
the Court will ask: “Was the preservation method employed reasonably calculated to guard against
loss or corruption of potentially-relevant mobile data?” This will entail consideration of the method,
its deployment and its oversight. These considerations are addressed below in Audit and
Verification.

Custodian-Directed Preservation

The predominant approach to preservation in e-discovery entails use of a legal hold directive
instructing custodians to act to preserve potentially-relevant ESI. This is custodian-directed
preservation, and it’s been justifiably criticized for its many flaws, among them that:

e [t requires custodians to make judgments concerning relevance, materiality and privilege;

e |t obliges custodians to complete tasks, like lexical search, without proper tools or training;

e It demands effort without affording custodians the time, resources and guidance to

succeed; and

e [|tdoesn’t deter custodians who seek to destroy or change inculpatory or embarassing data.
Custodian-directed preservation is key to a defensible legal hold process; however, it’s just part of
a proper process and is best paired with other efforts, like IT-initiated holds, that defray its
shortcomings.

So, if custodian-directed preservation is problematic, why put custodians in charge of preserving
their own devices instead of handing the devices over to digital forensics experts for imaging?
Isn’t that inviting the fox to guard the henhouse?

The signal challenge to preserving mobile devices is persuding custodians to part with them. By
empowering custodians to preserve the data themselves, custodians need never surrender custody
of their devices. Accordingly, users are less threatended by the process and less inclined to fight or
subvert it. Backing up an iPhone is simple and quick; and crucially, the process affords the custodian
neither the need nor the practical ability to select or omit content. Compare that to tasking a
custodian to collect e-mail or documents, where it’s easy to overlook or deliberately omit material
with little chance of detection.

The advantages of custodian-directed preservation of mobile devices by backup are:

e Custodians need not make judgments concerning relevance, materiality and privilege;

e Custodians need not run searches or require no special tools or training;

e The backup process is speedy, easy to autheticate and lets custodians retain their phone;
e [t's difficult to omit content from a backup and, once created, backups are hard to alter.
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Scalability and Proportionality

Scalability describes the ability of a system or process to handle a growing number of tasks or a

larger volume of data. It’s a crucial consideration in all phases of e-discovery, but particularly

challenging when dealing with mobile data. Historically, preserving mobile data was a one-off task:

seldom undertaken and typically for only a handful of devices. Preserving the contents of a single

phone by engaging a digital forensics specialist to image the device was the norm, and though

costly, the obligation rarely had to scale to dozens or hundreds of far-flung devices. For one or two

phones, you could do it in a day or two for, say, a thousand dollars.

Now, imagine you must preserve the texts and call data from the mobile devices of sales reps, one
each in all fifty United States, the District of Columbia, Puerto Rico and Guam. Fifty-three iPhones.
What are your options? Let’s compare:

1.

Instruct all custodians to overnight courier their phones to your trusty forensic examiner.
In turn, the examiner will image each device and overnight each back when the work is
complete.

o Cost: Under $30,000.00 without rush or overtime fees.

o Timing: Assuming no glitches, most users will have their phones back within about
four to five business days, as few labs possess the equipment permitting them to
image more than a couple of phones simultaneously. As well, 53 packages must be
correctly processed, logged as evidence, re-packaged and returned to the correct
custodian.

= How many businesses can idle their national sales staff for four to five days?
= How many reps will be willing to hand over their phones for four to five days?

Send your trusty forensic examiner to 53 locations to image each phone.
o Cost: $50-560,000.00 in professional time; add a comparable sum for travel costs.
o Timing: A month or more. It’s a 19-hour flight to Guam, 11 hours to Hawaii and nine
to Alaska. Equipment must travel, and each custodian must part with their phone
for the better part of a day.
= Caveat: Some states license forensic examiners. It may not be legal for an
unlicensed examiner to come into the jurisdiction to acquire the image.

Engage 53 local, licensed (as required) examiners to image each device.

o Cost: $35-550,000.00 in examiner fees, plus the professional time required to locate,
vet and contract with each examiner. There will also be travel time assessed, albeit
with little airfare and hotel expense.

o Timing: Weeks, at best. Fifty-three data sets from as many senders must be correctly
packaged and returned to you, and each custodian must still part with their phone.
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All three options implicate proportionality concerns. All are expensive, disruptive and time-
consuming. Accordingly, many litigants opt not to preserve the content of mobile devices, claiming
phones don’t hold relevant data in the face of compelling contrary evidence and a dearth of
supportive metrics.

Let’s compare the custodian-directed option:

4. Direct and instruct 53 custodians to back up their devices, collecting the data as desired.

o Cost: None, insofar as discrete expenditures. Of course, discovery is never “free”
because time costs money. The expense to notify the custodians and follow up on
compliance is attendant to all methods, and administrative costs don’t count against
any. Expenses, if any, for the custodian-directed method hinge on whether you
preserve backup data in situ, collect it via network transfer or ship it on physical
media. Each method demands some effort of each custodian, whether that entails
coordinating with an examiner to tender and retrieve a device or connecting the
device to a computer for an iTunes backup. The latter is far easier and least
disruptive.

o Timing: A day or two. Sure, some custodians may be on vacation, and some may
miss or ignore the request; however, such risks afflict every method. Only the
custodian-directed method makes it possible to preserve the many, widespread
devices in hours, not days or weeks. The custodian need only get to a computer with
the device, whereas a forensic examiner must get to the device or the device must
get to the examiner.

The custodian-directed method scales easily for phones and tablets. Custodians need never part
with their devices, so there is no business interruption. It’s speedy. It requires no special tools,
cabling or software and no technical expertise. Moreover, the process poses almost no risk of loss
or alteration of the relevant data and is unlikely to prompt custodians to game the process. There
are no operating system compatibility issues. Remote screen-sharing handily facilitates any desired
oversight and audit. In short, cost and burden are so trivial that relevance alone should be the pole
star in deciding whether to preserve mobile content.

Audit and Verification

Recently, my friend and fellow forensic examiner, Scott Moulton, visited New Orleans. Over
beignets and café au lait in the French Quarter, | made the case for the preservation methodology
described here. Scott’s a brilliant examiner and hard-eyed skeptic. | wanted him to kick the tires
and find flaws.
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At first, Scott wouldn’t take off his forensic examiner hat and don an e-discovery thinking cap. He
extolled the benefits of hiring a qualified forensic examiner and the specialized forensics tools we
use to dig for esoteric artifacts. “Hire me. Hire you!” 1 liked the sound of that, and Scott liked the
idea of motorcycling through the lower 48 and D.C. gathering digital evidence like some two-
wheeled remake of Cannonball Run meets Revenge of the Nerds.

Still, Scott conceded that in the context of e-discovery, there really isn’t much iPhone data
preserved using a costly forensics tool versus preservation using iTunes. Our training and tool sets
don’t add much when preserving mobile data for discovery.

Once Scott warmed to the methodology for its speed and low cost, he questioned how the process

could be quality checked for integrity. “What if the backup was interrupted or failed,” he asked,
“How would we know?”

It's a good point. Most experienced forensic examiners have found an image acquired in the field
to be incomplete or unusable back in the lab. Thankfully, it’s rare; but, sooner or later, it happens.
There are always gremlins. Custodial-initiated preservation benefits from oversight and audit, if
only because the risk of gremlins feels greater when custodians are in charge.

If iTunes successfully completes a backup, the backup event
can be verified several ways:

Figure 14

“« b —

1. IniTunes (with the device connected), by looking at
the device summary for the attached device and
noting the latest backups. Fig. 1, right top.

2. In iTunes (with or without the device connected),
under Edit>Preferences>Devices. Fig.2, right. This
lists the backed-up devices by name with time of

Latest Backups:

oday 4:21 PM

i : . Figure 3
backup. Hovering the mouse pointer over a listing [ oommms -
will bring up further details about the device backed | = » B + W ® | B ¢
up (model, software version and build, serial [fgure3
number, phone number, IMEI and MEID). Fig. 3 right | * """
umber, phone number, and ). Fig. 3 right |~ ST .

bottom.
By confirming the date and time values for the folder
containing the latest backup (stored by default in:

Figure 5

Name

» ThisPC » BOOTDISK(C:) » Users » Craig » AppData » Roaming > Apple Computer » MobileSync » Backup
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176:01 PM  File folder
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Device backups:

Craig Ball Phone
Craig Ball's iPhone

Craig Ball's ifho{ Model Name: iPhone 6s Plus
Model Identifier: iPhoneg,2
Software Version: 10.3.2
Software Build: 14F29

Craig Ball's iPhof

Serial Number:

MEID:

Yesterday 6:02PM
12/24/2015 2:32PM
5/15/2015 6:03PM
11/13/2014 10:12PM

MTunes is not paired with any Remotes

Reset Sync History

[JereventiPods, iPhones, and iPads from syncing automatically

Warn when | more than 5% | of the data on this computer wil be changed

=
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380




C:\Users\user’s account name\AppData\Roaming\Apple Computer\MobileSync\Backup\).

Fig. 4 below.
There are several sensible ways to verify and audit a custodian-directed preservation effort. Tailor
the method to the potential for failure and the willingness of a sponsoring witness to vouch for the
integrity of the process if challenged. A proper audit trail could be as simple as the custodian
supplying a screenshot (ALT-Print Screen) of the details panel for the latest backup (as seen when
one hovers over backups in Devices Preferences, as described above and seen in Fig. 3). A second
approach is the use of cryptographic hashing, and a third, the use of remote screen-sharing and -
recording software to permit step-by-step oversight of the work by the sponsoring witness or
designee. Also, device backup sets may be sampled and tested for accuracy and completeness. It's
important to do something to audit and verify the effort; but proportionality suggests you needn’t
do everything.

What You Won’t Get with a Backup
An iPhone backup won’t preserve e-mail stored on the iPhone. This is by design. Per Apple, an
unencrypted iTunes backup also won’t include:

e Content from the iTunes and App Stores, or PDFs downloaded directly to iBooks

e Content synced from iTunes, like imported MP3s or CDs, videos, books, and photos
e Photos already stored in the cloud, like My Photo Stream, and iCloud Photo Library
e Touch ID settings

e Apple Pay information and settings

e Activity, Health and Keychain data

Why not use iCloud?

At some point, you will use iCloud for preservation; but currently, an iCloud backup is not equal to
an iTunes backup. It preserves less data, and byte-for-byte, it takes more time to create than an
iTunes backup. Additionally, iCloud encrypts all backups, making them a future challenge for
processing and search should a user’s credentials be unavailable.

Why an Unencrypted Backup?

This is a compromise. On the one hand, an encrypted iTunes backup preserves more information
than an unencrypted backup. Apple won’t store passwords, website history, Health data and Wi-
Fi settings in an unencrypted backup. On the other hand, many tools can’t process the contents of
an encrypted backup, even with user credentials, and no tool can process an encrypted backup
without credentials. Accordingly, we collect the data as an unencrypted backup, obviating the need
for user credentials. To protect the data and add efficiency, we compress and optionally encrypt
the backup set using credentials chosen for the legal hold project, not each user’s credentials.
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Encryption

Encryption is a crucial security tool to protect client data collected in e-discovery, but it’s better to
manage credentials systematically for the e-discovery project instead of according to each
custodian’s preference. However, because mobile devices employ layers of encryption, obtaining
an unencrypted backup won’t serve to unlock encrypted application data. You must obtain and
preserve the user’s access credentials for that data.

Many users employ the same password for multiple sources, so requiring a user to disclose
credentials serves to compromise the security of sources not collected. Assuage concerns by
detailing steps taken to protect users’ credentials. An unlocked spreadsheet with each custodian’s
password(s) may be a convenience for the legal team, but it’s a cybersecurity nightmare. Keep that
in mind when furnishing credentials to service providers, and be sure your vendors are handling
passwords securely.

Why Compress the Backup Data?

One reason we compress the data to a Zip file is to make it easier to copy to new media. Smaller
data volumes move faster. However, depending upon the composition of the data backed up, the
compressed Zip file may be much smaller or hardly smaller at all. My backup set compressed by
just 2%. Much of the data on my iPhone consists of JPEG photos already in a compressed format,
and it’s hard to compress data that’s already compressed as there’s little ‘space’ to squeeze out by
further compression.

So why bother compressing the backup files?
Two reasons. First, placing the preserved data in a Zip file guards against overwriting the data by a
subsequent backup of the device. Second, depending upon the Zip tool employed to compress the

file, the Zip process affords a means to securely encrypt the data without having to install an
encryption tool. Any Windows or Mac machine can create compressed and encrypted Zip files.
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" # Exercise 16: Preserving a Mobile Device

GOALS: The goals of this exercise are for the student to:

1. Assess the cost and burden of preserving a mobile device like a smartphone or pad;

2. Gain experience useful to help guide litigants in meeting preservation duties; and

3. Assess issues of data integrity and defensibility when custodians manage preservation.
OUTLINE: Students will preserve the contents of their personal phones, applying the methodology
and software suited to their device using the following Exemplar Phone Backup Instructions.

Assignment: Complete all the tasks outlined in the Exemplar Phone Backup Instruction for
Custodian-Directed Backup that follow for either your iPhone or Android phone. Via e-mail, submit
the data described in the last step of the Backup Instructions to craig@ball.net. You are NOT
expected to submit any of your personal data. Submit only the name, date/time and size of the
zip file you create.

NOTE: If you don’t have enough space on your computer to hold the Phone image, look at the
article, “Redirecting iPhone Backup Files to External Media” that follows the exemplar backup
instructions or, for Android phones, change the location where CoolMuster lands the backup data
to an external storage device or site.
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Exemplar iPhone Backup Instruction for Custodian-Directed Backup

[[NOTE: This draft directive is offered to assist counsel in formulating language suited to the
needs of the case and controlling law. It is not a form to be deployed without counsel. This
example omits optional steps to encrypt the data set and transfer same to a distal repository for
preservation, as such steps are frequently unnecessary to meet preservation duties].

Dear [Custodian]:

You recently acknowledged your obligation to preserve information relevant to a dispute between
our company and . Please see the hold notice for further details.

Within 48 hours of your receipt of this notice, you must preserve the contents of your company-
issued iPhone. If you cannot comply, please advise me at once by e-mail or phone. Time is of the
essence.

You must make an unencrypted backup using iTunes and compress the backup folder per the
instructions below. Do not assume that you have been automatically making an unencrypted
backup or preserving what’s required using iCloud. You must carefully follow the procedures set out
below.

What you will need:

e Your company-issued iPhone and its USB charge/sync cable;

e Your company-issued desktop or laptop computer with the iTunes program installed. The
computer must have available (unused) storage space on its boot (C:) drive exceeding twice
the storage capacity of the iPhone. That is, if you have a 128GB capacity iPhone, use a
computer with at least 256GB of unused storage space on its C: drive. You can find the
capacity of the iPhone in Settings>General>About>Capacity. You can find the available
storage on your computer’s boot (C:) drive using File Explorer on a Windows machine or
Finder on a Mac.

Time Required: One to two hours (most of it unattended “machine” time)

It will take about 10-15 minutes to follow these instructions, update iTunes, if needed, and begin
the backup. The backup will complete in under 30 minutes, and you can continue to use the phone
during the backup process (but don’t disconnect the charge/sync cable). Then, it should take less
than an hour to compress the data and 10 minutes or so to confirm successful compression and
report on results. So long as the computer is secure and powered up throughout the process, you
do not need to supervise, or leave the iPhone connected once backup completes.

Follow These Steps:
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Open iTunes and check for updates (Help>Check for Updates). Install the latest version of
iTunes if not installed.

Connect your iPhone to a USB 2.0 or 3.0 port on the computer using a USB charge/sync
cable.

If a message asks for your device passcode or to Trust This Computer, follow the onscreen

steps. — = :
Select your iPhone when it appears in iTunes. Click

Summary in the sidebar.

In the Summary pane, be sure to uncheck “Encrypt iPhone Backup,” then click “Back Up
Now.” You need not otherwise modify your Backups settings.

Backups

Automatically Back Up M. lly Back Up and R
iCloud M .

Restore Backup=
@® This computer
k t / Latest Backup:
. Encrypt iPhone back .
Clear this box -' Then click here

Monitor the progress of the backup at the top center of the iTunes window. After the
process ends, see if your backup finished successfully. If you're using iTunes for Windows,
choose Edit>Preferences>Devices from the menu bar at the top of the iTunes window. If
you’re using iTunes for Mac, go to iTunes Preferences>Devices. You should see the name of
your device with the date and time that iTunes created the backup. If you see & beside the
name of your device, you need to be certain you unchecked “Encrypt iPhone Backup” and
repeat the process until you do not see & beside the name of your device.

You can now disconnect your phone from the computer.

Locate the backup folder:

e Windows: Using File Explore, navigate to:
C:\Users\your account name\AppData\Roaming\Apple Computer\MobileSync\Backup\
where “your account name” is the name of your Window’s User ID on the machine.

e Mac: Using Finder, select Go>Go to Folder on the Finder menu and enter:
~/Library/Application Support/MobileSync/Backup/
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In both Windows and Mac, the Backup folder will contain one or more subfolders with 40-
character names like 12da34bf5678900386c48267658d340eb34007f8. If there are
multiple subfolders, identify the subfolder that has the last modified date and time that
matches the time you started this backup.

9. Compress the contents of the subfolder: In | = compresing.. - X
Windows, right click on the subfolder just identified w
and select “Send to>Compressed (zipped) folder.” | cciosssseizebcifibba0socosriczezoss
A progress panel like the one at right should appear. | |
On a Macg, right click on the subfolder and select
“Compress.” Do not turn off your computer or
reboot. Allow the compression process to complete. It could take less than an hour to finish
depending upon the type and volume of data backed up.

10. Once compression has completed, Windows users should again navigate to the backup
folder (see step 8 above) to confirm the presence of a file with the same name as the
subfolder you identified but with the file extension .zip. Record the name, date/time and
size of the zip file. [If you cannot see file extensions on your Windows machine, open “My
Computer,” click “Tools” and click “Folder Options” or click “View” and then “Options”
depending on your version of Windows. In the Folder Options window, click the “View” tab.
Uncheck the box that says, “Hide file extensions for known file types.” This should make file
extensions visible.]

11. By reply e-mail, send the name, date/time and size of the zip file you just created. Do not
delete or open this file. It must be preserved without alteration until further notice.

Your supervisor is copied here to insure you are afforded the time, oversight and support needed
to comply in a timely way. Thank you for your cooperation. Call me at with any

questions.
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Redirecting iPhone Backup Files to External Media

Q. What if | don’t have enough space on my Windows C: drive to hold the backup?

A. Smart phones have evolved to capture a /ot of data. Ten years ago, you couldn’t store more than
8GB of data on an iPhone. Today, they store up to 256GB, 32 times as much . So, an iTunes backup
may fail to complete because not enough Figure 6

free space is available on the computer

performing the baCkUp. You may be able iTunes could not back up the iPhone ~Craig Ball iPhone”
X . oy because not enough free space is available on this
to resolve this by, e.g.,, emptying the ' computer.
. . . , Remaoving files and emptying the Recycle Bin will free up additional
Recycle Bin; but, if you simply can’t space.

garner enough space on the boot drive

where Apple stores the backup by
default, you may need to “trick” your
Windows machine into storing the backup on
a sufficiently-sized alternate or external storage medium.

How to Redirect an iTunes Backup Location in Windows

Step 1. Create a new backup folder on a disk with Figure 7
= |BN-|

enough space to create your backup (roughly.

share  View

Home

File
i 1 i 1 [ (58] extra large icons [ Large icons S
twice the capacity of your iPhone is ample). In L GE e g e al
. . Na\'\gat\'un BE List e Do = (’urrezt S| =7 Opt'\ons
Figure 6, I've created the new iTunes backup e _ - il b
location on my E: drive (a 250GB thumb drive) and © ) - 1w isPC )y CagBal ) b VG| searchCaig Ball (. £
B Videos 2 Name @
named it “iTunes_Backup:” You can name yours & B00TCAMP (€ Recyce Bin
& Macintash HD (D7) System Volume Information
i 4 i & Craig_Ball (E) Tunes Backs .
anythlng you d Ilke' ‘,USNE:(ZABS(H) v <“ [tones secoel_| >
12items 1 item selected

Step 2. Rename the current iTunes backup folder

Using Windows File Explorer, navigate to your

current iTunes “Backup” folder. By default, it’s:

C:\Users\your account name\AppData\Roaming\Apple Computer\MobileSync\
where “your account name” is the name of your Window’s User ID on the machine.

Right click on the “Backup” folder and rename it. | called mine “Old_Backup;” but here again, call
it whatever you like.

3. Redirect the Old Backup Folder Address to the New One
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Here, it gets a tad tricky because you must use a Windows Command line interface. Make it easier
on yourself by writing down the full paths to the old and new backup folders. You must get both
right for the redirection to work.

The old one should be:
C:\Users\your account name\AppData\Roaming\Apple Computer\MobileSync\Backup

The new path is on whatever storage medium you chose, using whatever path and folder name you
gave it in step 1, above (mine was “E:\iTunes_Backup”).

Open a command prompt window by pressing the Windows key on your keyboard, then typing
CMD or by pressing the Shift key on your keyboard while right clicking in an open area of any folder,
then selecting “Y and selecting “Open command window here” from the menu.

At the command line, carefully type the following command:
mklink /J “path to old backup location
where you substitute the old and new paths you’ve written down. Be sure to enclose each path in

” u

path to new backup location”

quotation makes, as shown.

On my machine, the command and response looked like Figure 7:
Figure 8

)

C:\Users\Craig Ball>mklink /J "C:\Users\Craig Ball\AppData\Roaming\Apple Compute

r\MobileSync\Backup"” "E:\iTunes_Backup"
Junction created for C:\Users\Craig Ball\AppData\Roaming\Apple Computer\MobileSy
nc\Backup <<===>> E:\iTunes_Backup

The “junction created” refers to a Windows symbolic link, a Directory Junction, that will serve to
redirect any actions that would have been performed on the old backup folder to be redirected to
the new one.

What Note: The mklink /J command creates a symbolic link to the new folder from the old one. It's
like creating a shortcut of D:\Backup from the original MobileSync\Backup folder. You can test the
effect by double-clicking on the Backup folder in MobileSync. It will take you to the new Backup
folder.
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Now, if you look in your MobileSync folder:
(C:\Users\your account name\AppData\Roaming\Apple Computer\MobileSync )
you will see a folder shortcut named “Backup” alongside your renamed former backup folder as

mine appears in Figure 8. Figure 9
BiER-

Home

Share View

4. Move your Old Backups ] % oo Xoume- | (), BT [ B B

. . W Tl P Select none
If desired, you can move your old iTunes copy paste o [Bicopyto - | mhRename | New T Propertes b gBl e iion
backup files from your old renamed Backup - — e — —

@ - T |« Apple Computer » MobileSync v O Search MobileSync @
folder to your new backup folder and delete T Datemodiied | Type e
them from the old location. : # Backup 11/14/2017 9:26 A File folder
o1 | Old_Backup 11/14/2017 9:24 A File folder

5. Run your iTunes Backup

Be sure the media you selected to hold the
relocated backup is attached. Now, run
your iTunes backup as usual and, if all is working, the backup will be created where you created the

new backup folder.
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Preserve the Contents of your Android Phone Using CoolMuster Android Assistant

CoolMuster is a commercial tool enabling the backup and collection of content (media, contacts,
SMS, call logs, apps, etc.) from phones and other devices using the Android operating system.

If AT&T is your cell carrier, you should temporarily disable In Advanced Messaging before backup
in order to collect all your messages. See instructions here.

Step 1: Download and install the CoolMuster Android Assistant software suited to your computer
(PC or Mac) from the appropriate link below:
For Windows: https://www.coolmuster.com/downloads/cool-android-assistant.exe

For Mac: https://www.coolmuster.com/downloads/cool-android-assistant-for-mac.dmg

E-mail me at craig@ball.net to obtain the license needed to register the software. You DO NOT
have to pay to use the software. | will purchase and supply a license for you.

For Windows installation assistance, click here

For Mac help, click here.

Step 2: Start Android Assistant and Connect to your Phone via USB cable. If asked to activate USB
debugging mode on your Android device, follow the onscreen instructions to do so. If your phone
appears in the main interface screen of the program, great. If not, go here to troubleshoot your

connection.

Step 3: Go to "Super Toolkit"
section where you can see the
option to "Backup" or "Restore"
(right):

Step 4: Click the
button on Super Toolkit, and

"Backup"

select all contents to backup
EXCEPT Music.
to choose an output location on

Click "Browse"

your system to save your
backup, then click "Back Up" to
the

Make note of the target folder

begin backup process.

you specified.

@"-' Restore

- W

" 105 Assistant \ ITunes Recovery
i . L) .

Coolmuster Android Assistant for Mac

& Lab.Fone for Androld Mobile Transfer
[a—') e : %

%

%

f ot

.

w o, 7

SMS + Contacts Recovery

Data Recovery
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Step 5: Navigate to the target folder holding your backup | compressing.. - X
-~

00cc49594a56f8ebcff1bcba2069c997182e2b54

data and create a compressed file holding the target folder.
of the backup files. In Windows, right click on the subfolder
just identified and select “Send to>Compressed (zipped) | '

folder.” A progress panel like the one at right should

appear. On a Mac, right click on the subfolder and select “Compress.” Do not turn off your

computer or reboot. Allow the compression process to complete. It could take less than an hour
to finish depending upon the type and volume of data backed up.

Step 6: Once compression has completed, Windows users should again navigate to the backup
folder to confirm the presence of a file with the same name as the subfolder you identified but with
the file extension .zip. Record the name, date/time and size of the zip file. [If you cannot see file
extensions on your Windows machine, open “My Computer,” click “Tools” and click “Folder Options”
or click “View” and then “Options” depending on your version of Windows. In the Folder Options
window, click the “View” tab. Uncheck the box that says, “Hide file extensions for known file types.”
This should make file extensions visible.]

By reply e-mail, send me the name, date/time and size of the zip file you just created. DO NOT
send me the file! It holds your private data. Do not delete or open the compressed file. It should
be preserved without alteration until the end of the semester please.

Note: These tools generally work without a hitch; but sometimes they push back. I’m here to help
you. Don’t suffer in frustration for hours. Get in touch with me and let’s get to the bottom of the
problem. Glitches are endemic to e-discovery and computer forensics; so, working through
technical issues goes with the territory. E-mail me at craig@ball.net or text me at 713-320-6066.
You can voice call me anytime between 8:30am and midnight.

391


mailto:craig@ball.net

Obtaining and Preserving Social Media Content as Evidence

Social Media Content (SMC) is a rich source of evidence. Photos and posts shed light on claims of
disability and damages, establish malicious intent and support challenges to parental fitness--to say
nothing of criminals who post selfies at crime scenes or holding stolen goods, drugs and weapons.
SMC may expose mental instability, propensity to violence, hate speech, racial animus or misogyny.
SMC is increasingly a medium for business messaging and the primary channel for cross-border
communications. In short, SMC and messaging are heirs-apparent to e-mail in their importance to
e-discovery.

Competence demands swift identification and preservation of SMC.

Static page captures or “screenshots” of SMC grabbed from a web browser or phone are notoriously
unreliable, tedious to collect and inherently unsearchable. Applications like X1 Social Discovery and
service providers like Hanzo can help with SMC preservation; but the task demands little technical
savvy and no specialized tools. Major SMC sites offer straightforward ways users can access and
download their content. Armed with a client’s login credentials, lawyers, too, can undertake the
ministerial task of preserving SMC without greater risk of becoming a witness than if they'd
photocopied paper records.

Collecting your Client’s SMC

Collecting SMC is a two-step process of requesting the data followed by downloading. Minutes to
hours or longer may elapse between a request and download availability. Having your client handle
collection weakens the chain of custody; so, instruct the client to forward download links to you or
your designee for collection. Better yet, do it all yourself.

Obtain your client’s user ID, password for each account and written consent to collect. Consider
instructing your client to change account passwords for your use, re-enabling customary passwords
following collection. Clients may need to temporarily disable two-factor account security.
Download data promptly as downloads are available briefly (often just for a few days).

Collection Steps for Seven Social Media Sites
Facebook: After login, go to Settings>Your Facebook Information>Download Your Information.
Select the data and date ranges to collect (e.g., Posts, Messages, Photos, Comments, Friends, etc.).
Facebook will e-mail the account holder when the data is ready for download (from the Available
Copies tab on the user’s Download Your Information page). Facebook also offers an Access Your
Information link for review before download.
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Twitter: After login, go to Settings and Privacy>Your Twitter Data>Download Your Twitter Data. Re-
enter the password and choose Request Archive. Twitter will e-mail the account holder when a
compressed file holding the data is ready for download. Twitter permits one archive retrieval a
month.

Google: Go to https://accounts.google.com, select Use Another Account and login to client’s
account. Choose Data and Personalization>Download Your Data. Select data to include (be sure
your client has expressly authorized collection) and the archival format (e.g., zip). Google will e-
mail the account holder when a compressed file holding the data is ready for download.

Instagram: Login and go to the user’s profile. Select the gear icon (Settings), then Privacy and
Security>Request Download. The data will be in JSON format inside a compressed file. Once
decompressed, it can be viewed using any free online JSON parser.

Linkedin: Login and select Me>Settings and Privacy. Under the Privacy tab, choose Getting a Copy
of Your Data and the specific data sought. If uncertain, choose Download Larger Data Archive. Click
Request Archive.

Snapchat: Login at https://accounts.snapchat.com and select My Data>Submit Request.

Tumblr: Login and select Account>Settings>Privacy>Request Privacy Data. The downloaded data
will be in a compressed file in JSON format.

Review and Authentication

SMC is often voluminous and encoded in unfamiliar formats like JSON (JavaScript Object Notation),
an open format for data interchange. So, as with other information collected in e-discovery, the
competent way to index, search, review and tag electronic evidence is by use of e-discovery review
tools, e.g., Relativity, iConect, Logikcull, Everlaw, etc.

Though not essential, it’s prudent to calculate a hash value for preserved SMC to demonstrate its
integrity. See, e.g., FRE 902(13) and (14). A hash value is a digital fingerprint of data. If the hash
value obtained when the data was collected matches the hash value when used, the data is
demonstrably unchanged. Many hashing tools can be downloaded online at no cost.

Caveat: There are no “guest passes” to social media accounts. When you log in as the account
holder, you stand in the account holder’s shoes. Keep good records of access and note what you
did while logged in. Likewise, never seek or consent to access an opponent’s social media account
using opponent’s credentials or you open yourself up to claims that you added or altered content.
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The “E-Discovery Rules” (1,16,26,34 & 45) of the Federal Rules of Civil Procedure

with Committee Notes accompanying 2006 and 2015 Amendments

[Note: Some provisions highlighted to emphasize their importance]

Rule 1. Scope and Purpose

These rules govern the procedure in all civil actions and proceedings in the United States district
courts, except as stated in Rule 81. They should be construed, administered, and employed by the
court and the parties to secure the just, speedy, and inexpensive determination of every action and
proceeding.

Notes

(As amended Dec. 29, 1948, eff. Oct. 20, 1949; Feb. 28, 1966, eff. July 1, 1966; Apr. 22, 1993, eff.
Dec. 1, 1993; Apr. 30, 2007, eff. Dec. 1, 2007; Apr. 29, 2015, eff. Dec. 1, 2015.)

Committee Notes on Rules—2015 Amendment

Rule 1 is amended to emphasize that just as the court should construe and administer these rules
to secure the just, speedy, and inexpensive determination of every action, so the parties share the
responsibility to employ the rules in the same way. Most lawyers and parties cooperate to achieve
these ends. But discussions of ways to improve the administration of civil justice regularly include
pleas to discourage over-use, misuse, and abuse of procedural tools that increase cost and result in
delay. Effective advocacy is consistent with — and indeed depends upon — cooperative and
proportional use of procedure.

This amendment does not create a new or independent source of sanctions. Neither does it abridge
the scope of any other of these rules.

% %k %k
Rule 16. Pretrial Conferences; Scheduling; Management

(a) Purposes of a Pretrial Conference. In any action, the court may order the attorneys and any
unrepresented parties to appear for one or more pretrial conferences for such purposes as:

(1) expediting disposition of the action;
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(2) establishing early and continuing control so that the case will not be protracted because of lack
of management;

(3) discouraging wasteful pretrial activities;

(4) improving the quality of the trial through more thorough preparation; and
(5) facilitating settlement.

(b) Scheduling.

(1) Scheduling Order. Except in categories of actions exempted by local rule, the district judge—or
a magistrate judge when authorized by local rule—must issue a scheduling order:

(A) after receiving the parties’ report under Rule 26(f); or

(B) after consulting with the parties’ attorneys and any unrepresented parties at a scheduling
conference.

(2) Time to Issue. The judge must issue the scheduling order as soon as practicable, but unless the
judge finds good cause for delay, the judge must issue it within the earlier of 90 days after any
defendant has been served with the complaint or 60 days after any defendant has appeared.

(3) Contents of the Order.

(A) Required Contents. The scheduling order must limit the time to join other parties, amend the
pleadings, complete discovery, and file motions.

(B) Permitted Contents. The scheduling order may:

(i) modify the timing of disclosures under Rules 26(a) and 26(e)(1);

(ii) modify the extent of discovery;

(iii) provide for disclosure, discovery, or preservation of electronically stored information;

(iv) include any agreements the parties reach for asserting claims of privilege or of protection as
trial-preparation material after information is produced, including agreements reached
under Federal Rule of Evidence 502;

(v) direct that before moving for an order relating to discovery, the movant must request a
conference with the court;

(vi) set dates for pretrial conferences and for trial; and
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(vii) include other appropriate matters.

(4) Modifying a Schedule. A schedule may be modified only for good cause and with the judge's
consent.

(c) Attendance and Matters for Consideration at a Pretrial Conference.

(1) Attendance. A represented party must authorize at least one of its attorneys to make
stipulations and admissions about all matters that can reasonably be anticipated for discussion at
a pretrial conference. If appropriate, the court may require that a party or its representative be
present or reasonably available by other means to consider possible settlement.

(2) Matters for Consideration. At any pretrial conference, the court may consider and take
appropriate action on the following matters:

(A) formulating and simplifying the issues, and eliminating frivolous claims or defenses;
(B) amending the pleadings if necessary or desirable;

(C) obtaining admissions and stipulations about facts and documents to avoid unnecessary proof,
and ruling in advance on the admissibility of evidence;

(D) avoiding unnecessary proof and cumulative evidence, and limiting the use of testimony
under Federal Rule of Evidence 702;

(E) determining the appropriateness and timing of summary adjudication under Rule 56;

(F) controlling and scheduling discovery, including orders affecting disclosures and discovery
under Rule 26 and Rules 29 through 37;

(G) identifying witnesses and documents, scheduling the filing and exchange of any pretrial briefs,
and setting dates for further conferences and for trial;

(H) referring matters to a magistrate judge or a master;

(1) settling the case and using special procedures to assist in resolving the dispute when authorized
by statute or local rule;

(J) determining the form and content of the pretrial order;
(K) disposing of pending motions;

(L) adopting special procedures for managing potentially difficult or protracted actions that may
involve complex issues, multiple parties, difficult legal questions, or unusual proof problems;

396



(M) ordering a separate trial under Rule 42(b) of a claim, counterclaim, crossclaim, third-party
claim, or particular issue;

(N) ordering the presentation of evidence early in the trial on a manageable issue that might, on
the evidence, be the basis for a judgment as a matter of law under Rule 50(a) or a judgment on
partial findings under Rule 52(c);

(O) establishing a reasonable limit on the time allowed to present evidence; and
(P) facilitating in other ways the just, speedy, and inexpensive disposition of the action.

(d) Pretrial Orders. After any conference under this rule, the court should issue an order reciting
the action taken. This order controls the course of the action unless the court modifies it.

(e) Final Pretrial Conference and Orders. The court may hold a final pretrial conference to formulate
a trial plan, including a plan to facilitate the admission of evidence. The conference must be held as
close to the start of trial as is reasonable, and must be attended by at least one attorney who will
conduct the trial for each party and by any unrepresented party. The court may modify the order
issued after a final pretrial conference only to prevent manifest injustice.

(f) Sanctions.

(1) In General. On motion or on its own, the court may issue any just orders, including those
authorized by Rule 37(b)(2)(A)(ii)—(vii), if a party or its attorney:

(A) fails to appear at a scheduling or other pretrial conference;

(B) is substantially unprepared to participate—or does not participate in good faith—in the
conference; or

(C) fails to obey a scheduling or other pretrial order.

(2) Imposing Fees and Costs. Instead of or in addition to any other sanction, the court must order
the party, its attorney, or both to pay the reasonable expenses—including attorney's fees—
incurred because of any noncompliance with this rule, unless the noncompliance was substantially
justified or other circumstances make an award of expenses unjust.

Notes

(As amended Apr. 28, 1983, eff. Aug. 1, 1983; Mar. 2, 1987, eff. Aug. 1, 1987; Apr. 22, 1993, eff.
Dec. 1, 1993; Apr. 12, 2006, eff. Dec. 1, 2006; Apr. 30, 2007, eff. Dec. 1, 2007; Apr. 29, 2015, eff.
Dec. 1, 2015.)

Committee Notes on Rules—2006 Amendment
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The amendment to Rule 16(b) is designed to alert the court to the possible need to address the
handling of discovery of electronically stored information early in the litigation if such discovery is
expected to occur. Rule 26(f) is amended to direct the parties to discuss discovery of electronically
stored information if such discovery is contemplated in the action. Form 35 is amended to call for
a report to the court about the results of this discussion. In many instances, the court's involvement
early in the litigation will help avoid difficulties that might otherwise arise.

Rule 16(b) is also amended to include among the topics that may be addressed in the scheduling
order any agreements that the parties reach to facilitate discovery by minimizing the risk of waiver
of privilege or work-product protection. Rule 26(f) is amended to add to the discovery plan the
parties’ proposal for the court to enter a case-management or other order adopting such an
agreement. The parties may agree to various arrangements. For example, they may agree to initial
provision of requested materials without waiver of privilege or protection to enable the party
seeking production to designate the materials desired or protection for actual production, with the
privilege review of only those materials to follow. Alternatively, they may agree that if privileged or
protected information is inadvertently produced, the producing party may by timely notice assert
the privilege or protection and obtain return of the materials without waiver. Other arrangements
are possible. In most circumstances, a party who receives information under such an arrangement
cannot assert that production of the information waived a claim of privilege or of protection as
trial-preparation material.

An order that includes the parties’ agreement may be helpful in avoiding delay and excessive cost
in discovery. See Manual for Complex Litigation(4th) §11.446. Rule 16(b)(6) recognizes the
propriety of including such agreements in the court's order. The rule does not provide the court
with authority to enter such a case-management or other order without party agreement, or limit
the court's authority to act on motion.

Committee Notes on Rules—2015 Amendment

The provision for consulting at a scheduling conference by “telephone, mail, or other means” is
deleted. A scheduling conference is more effective if the court and parties engage in direct
simultaneous communication. The conference may be held in person, by telephone, or by more
sophisticated electronic means.

The time to issue the scheduling order is reduced to the earlier of 90 days (not 120 days) after any
defendant has been served, or 60 days (not 90 days) after any defendant has appeared. This change,
together with the shortened time for making service under Rule 4(m), will reduce delay at the
beginning of litigation. At the same time, a new provision recognizes that the court may find good
cause to extend the time to issue the scheduling order. In some cases it may be that the parties
cannot prepare adequately for a meaningful Rule 26(f) conference and then a scheduling
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conference in the time allowed. Litigation involving complex issues, multiple parties, and large
organizations, public or private, may be more likely to need extra time to establish meaningful
collaboration between counsel and the people who can supply the information needed to
participate in a useful way. Because the time for the Rule 26(f) conference is geared to the time for
the scheduling conference or order, an order extending the time for the scheduling conference will
also extend the time for the Rule 26(f) conference. But in most cases it will be desirable to hold at
least a first scheduling conference in the time set by the rule.

Three items are added to the list of permitted contents in Rule 16(b)(3)(B).

The order may provide for preservation of electronically stored information, a topic also added to
the provisions of a discovery plan under Rule 26(f)(3)(C). Parallel amendments of Rule 37(e)
recognize that a duty to preserve discoverable information may arise before an action is filed.

The order also may include agreements incorporated in a court order under Evidence Rule 502
controlling the effects of disclosure of information covered by attorney-client privilege or work-
product protection, a topic also added to the provisions of a discovery plan under Rule 26(f)(3)(D).

Finally, the order may direct that before filing a motion for an order relating to discovery the
movant must request a conference with the court. Many judges who hold such conferences find
them an efficient way to resolve most discovery disputes without the delay and burdens attending
a formal motion, but the decision whether to require such conferences is left to the discretion of
the judge in each case.

* %k %k

Rule 26. Duty to Disclose; General Provisions Governing Discovery
(a) Required Disclosures.
(1) Initial Disclosure.

(A) In General. Except as exempted by Rule 26(a)(1)(B) or as otherwise stipulated or ordered by the
court, a party must, without awaiting a discovery request, provide to the other parties:

(i) the name and, if known, the address and telephone number of each individual likely to have
discoverable information—along with the subjects of that information—that the disclosing party
may use to support its claims or defenses, unless the use would be solely for impeachment;
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(ii) a copy—or a description by category and location—of all documents, electronically stored
information, and tangible things that the disclosing party has in its possession, custody, or control
and may use to support its claims or defenses, unless the use would be solely for impeachment;

(iii) a computation of each category of damages claimed by the disclosing party—who must also
make available for inspection and copying as under Rule 34 the documents or other evidentiary
material, unless privileged or protected from disclosure, on which each computation is based,
including materials bearing on the nature and extent of injuries suffered; and

(iv) for inspection and copying as under Rule 34, any insurance agreement under which an
insurance business may be liable to satisfy all or part of a possible judgment in the action or to
indemnify or reimburse for payments made to satisfy the judgment.

(B) Proceedings Exempt from Initial Disclosure. The following proceedings are exempt from initial
disclosure:

(i) an action for review on an administrative record;
(ii) a forfeiture action in rem arising from a federal statute;

(iii) a petition for habeas corpus or any other proceeding to challenge a criminal conviction or
sentence;

(iv) an action brought without an attorney by a person in the custody of the United States, a state,
or a state subdivision;

(v) an action to enforce or quash an administrative summons or subpoena;

(vi) an action by the United States to recover benefit payments;

(vii) an action by the United States to collect on a student loan guaranteed by the United States;
(viii) a proceeding ancillary to a proceeding in another court; and

(ix) an action to enforce an arbitration award.

(C) Time for Initial Disclosures—In General. A party must make the initial disclosures at or within 14
days after the parties’ Rule 26(f)conference unless a different time is set by stipulation or court
order, or unless a party objects during the conference that initial disclosures are not appropriate in
this action and states the objection in the proposed discovery plan. In ruling on the objection, the
court must determine what disclosures, if any, are to be made and must set the time for disclosure.
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(D) Time for Initial Disclosures—For Parties Served or Joined Later. A party that is first served or
otherwise joined after the Rule 26(f)conference must make the initial disclosures within 30 days
after being served or joined, unless a different time is set by stipulation or court order.

(E) Basis for Initial Disclosure; Unacceptable Excuses. A party must make its initial disclosures based
on the information then reasonably available to it. A party is not excused from making its
disclosures because it has not fully investigated the case or because it challenges the sufficiency of
another party's disclosures or because another party has not made its disclosures.

(2) Disclosure of Expert Testimony.

(A) In General. In addition to the disclosures required by Rule 26(a)(1), a party must disclose to the
other parties the identity of any witness it may use at trial to present evidence under Federal Rule
of Evidence 702, 703, or 705.

(B) Witnesses Who Must Provide a Written Report. Unless otherwise stipulated or ordered by the
court, this disclosure must be accompanied by a written report—prepared and signed by the
witness—if the witness is one retained or specially employed to provide expert testimony in the
case or one whose duties as the party's employee regularly involve giving expert testimony. The
report must contain:

(i) a complete statement of all opinions the witness will express and the basis and reasons for them;
(ii) the facts or data considered by the witness in forming them;

(iii) any exhibits that will be used to summarize or support them;

(iv) the witness's qualifications, including a list of all publications authored in the previous 10 years;

(v) a list of all other cases in which, during the previous 4 years, the witness testified as an expert
at trial or by deposition; and

(vi) a statement of the compensation to be paid for the study and testimony in the case.

(C) Witnesses Who Do Not Provide a Written Report. Unless otherwise stipulated or ordered by the
court, if the witness is not required to provide a written report, this disclosure must state:

(i) the subject matter on which the witness is expected to present evidence under Federal Rule of
Evidence 702, 703, or 705; and

(ii) a summary of the facts and opinions to which the witness is expected to testify.

(D) Time to Disclose Expert Testimony. A party must make these disclosures at the times and in the
sequence that the court orders. Absent a stipulation or a court order, the disclosures must be made:
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(i) at least 90 days before the date set for trial or for the case to be ready for trial; or

(i) if the evidence is intended solely to contradict or rebut evidence on the same subject matter
identified by another party under Rule 26(a)(2)(B) or (C), within 30 days after the other party's
disclosure.

(E) Supplementing the Disclosure. The parties must supplement these disclosures when required
under Rule 26(e).

(3) Pretrial Disclosures.

(A) In General. In addition to the disclosures required by Rule 26(a)(1) and (2), a party must provide
to the other parties and promptly file the following information about the evidence that it may
present at trial other than solely for impeachment:

(i) the name and, if not previously provided, the address and telephone number of each witness—
separately identifying those the party expects to present and those it may call if the need arises;

(ii) the designation of those witnesses whose testimony the party expects to present by deposition
and, if not taken stenographically, a transcript of the pertinent parts of the deposition; and

(iii) an identification of each document or other exhibit, including summaries of other evidence—
separately identifying those items the party expects to offer and those it may offer if the need
arises.

(B) Time for Pretrial Disclosures; Objections. Unless the court orders otherwise, these disclosures
must be made at least 30 days before trial. Within 14 days after they are made, unless the court
sets a different time, a party may serve and promptly file a list of the following objections: any
objections to the use under Rule 32(a) of a deposition designated by another party under Rule
26(a)(3)(A)(ii); and any objection, together with the grounds for it, that may be made to the
admissibility of materials identified under Rule 26(a)(3)(A)(iii). An objection not so made—except
for one under Federal Rule of Evidence 402 or 403—is waived unless excused by the court for good
cause.

(4) Form of Disclosures. Unless the court orders otherwise, all disclosures under Rule 26(a) must be
in writing, signed, and served.

(b) Discovery Scope and Limits.

(1) Scope in General. Unless otherwise limited by court order, the scope of discovery is as follows:
Parties may obtain discovery regarding any nonprivileged matter that is relevant to any party's
claim or defense and proportional to the needs of the case, considering the importance of the issues
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at stake in the action, the amount in controversy, the parties’ relative access to relevant
information, the parties’ resources, the importance of the discovery in resolving the issues, and
whether the burden or expense of the proposed discovery outweighs its likely benefit. Information
within this scope of discovery need not be admissible in evidence to be discoverable.

(2) Limitations on Frequency and Extent.

(A) When Permitted. By order, the court may alter the limits in these rules on the number of
depositions and interrogatories or on the length of depositions under Rule 30. By order or local
rule, the court may also limit the number of requests under Rule 36.

(B) Specific Limitations on Electronically Stored Information. A party need not provide discovery of
electronically stored information from sources that the party identifies as not reasonably accessible
because of undue burden or cost. On motion to compel discovery or for a protective order, the
party from whom discovery is sought must show that the information is not reasonably accessible
because of undue burden or cost. If that showing is made, the court may nonetheless order
discovery from such sources if the requesting party shows good cause, considering the limitations
of Rule 26(b)(2)(C). The court may specify conditions for the discovery.

(C) When Required. On motion or on its own, the court must limit the frequency or extent of
discovery otherwise allowed by these rules or by local rule if it determines that:

(i) the discovery sought is unreasonably cumulative or duplicative, or can be obtained from some
other source that is more convenient, less burdensome, or less expensive;

(ii) the party seeking discovery has had ample opportunity to obtain the information by discovery
in the action; or

(iii) the proposed discovery is outside the scope permitted by Rule 26(b)(1).
(3) Trial Preparation: Materials.

(A) Documents and Tangible Things. Ordinarily, a party may not discover documents and tangible
things that are prepared in anticipation of litigation or for trial by or for another party or its
representative (including the other party's attorney, consultant, surety, indemnitor, insurer, or
agent). But, subject to Rule 26(b)(4), those materials may be discovered if:

(i) they are otherwise discoverable under Rule 26(b)(1); and

(ii) the party shows that it has substantial need for the materials to prepare its case and cannot,
without undue hardship, obtain their substantial equivalent by other means.
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(B) Protection Against Disclosure. If the court orders discovery of those materials, it must protect
against disclosure of the mental impressions, conclusions, opinions, or legal theories of a party's
attorney or other representative concerning the litigation.

(C) Previous Statement. Any party or other person may, on request and without the required
showing, obtain the person's own previous statement about the action or its subject matter. If the
request is refused, the person may move for a court order, and Rule 37(a)(5) applies to the award
of expenses. A previous statement is either:

(i) a written statement that the person has signed or otherwise adopted or approved; or

(ii) a contemporaneous stenographic, mechanical, electrical, or other recording—or a transcription
of it—that recites substantially verbatim the person's oral statement.

(4) Trial Preparation: Experts.

(A) Deposition of an Expert Who May Testify. A party may depose any person who has been
identified as an expert whose opinions may be presented at trial. If Rule 26(a)(2)(B) requires a
report from the expert, the deposition may be conducted only after the report is provided.

(B) Trial-Preparation Protection for Draft Reports or Disclosures. Rules 26(b)(3)(A) and (B) protect
drafts of any report or disclosure required under Rule 26(a)(2), regardless of the form in which the
draft is recorded.

(C) Trial-Preparation Protection for Communications Between a Party's Attorney and Expert
Witnesses. Rules 26(b)(3)(A) and (B) protect communications between the party's attorney and any
witness required to provide a report under Rule 26(a)(2)(B), regardless of the form of the
communications, except to the extent that the communications:

(i) relate to compensation for the expert's study or testimony;

(ii) identify facts or data that the party's attorney provided and that the expert considered in
forming the opinions to be expressed; or

(iii) identify assumptions that the party's attorney provided and that the expert relied on in forming
the opinions to be expressed.

(D) Expert Employed Only for Trial Preparation. Ordinarily, a party may not, by interrogatories or
deposition, discover facts known or opinions held by an expert who has been retained or specially
employed by another party in anticipation of litigation or to prepare for trial and who is not
expected to be called as a witness at trial. But a party may do so only:

(i) as provided in Rule 35(b); or
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(ii) on showing exceptional circumstances under which it is impracticable for the party to obtain
facts or opinions on the same subject by other means.

(E) Payment. Unless manifest injustice would result, the court must require that the party seeking
discovery:

(i) pay the expert a reasonable fee for time spent in responding to discovery under Rule
26(b)(4)(A) or (D); and

(ii) for discovery under (D), also pay the other party a fair portion of the fees and expenses it
reasonably incurred in obtaining the expert's facts and opinions.

(5) Claiming Privilege or Protecting Trial-Preparation Materials.

(A) Information Withheld. When a party withholds information otherwise discoverable by claiming
that the information is privileged or subject to protection as trial-preparation material, the party
must:

(i) expressly make the claim; and

(ii) describe the nature of the documents, communications, or tangible things not produced or
disclosed—and do so in a manner that, without revealing information itself privileged or protected,
will enable other parties to assess the claim.

(B) Information Produced. If information produced in discovery is subject to a claim of privilege or
of protection as trial-preparation material, the party making the claim may notify any party that
received the information of the claim and the basis for it. After being notified, a party must
promptly return, sequester, or destroy the specified information and any copies it has; must not
use or disclose the information until the claim is resolved; must take reasonable steps to retrieve
the information if the party disclosed it before being notified; and may promptly present the
information to the court under seal for a determination of the claim. The producing party must
preserve the information until the claim is resolved.

(c) Protective Orders.

(1) In General. A party or any person from whom discovery is sought may move for a protective
order in the court where the action is pending—or as an alternative on matters relating to a
deposition, in the court for the district where the deposition will be taken. The motion must include
a certification that the movant has in good faith conferred or attempted to confer with other
affected parties in an effort to resolve the dispute without court action. The court may, for good
cause, issue an order to protect a party or person from annoyance, embarrassment, oppression, or
undue burden or expense, including one or more of the following:
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(A) forbidding the disclosure or discovery;

(B) specifying terms, including time and place or the allocation of expenses, for the disclosure or
discovery;

(C) prescribing a discovery method other than the one selected by the party seeking discovery;

(D) forbidding inquiry into certain matters, or limiting the scope of disclosure or discovery to certain
matters;

(E) designating the persons who may be present while the discovery is conducted;
(F) requiring that a deposition be sealed and opened only on court order;

(G) requiring that a trade secret or other confidential research, development, or commercial
information not be revealed or be revealed only in a specified way; and

(H) requiring that the parties simultaneously file specified documents or information in sealed
envelopes, to be opened as the court directs.

(2) Ordering Discovery. If a motion for a protective order is wholly or partly denied, the court may,
on just terms, order that any party or person provide or permit discovery.

(3) Awarding Expenses. Rule 37(a)(5) applies to the award of expenses.
(d) Timing and Sequence of Discovery.

(1) Timing. A party may not seek discovery from any source before the parties have conferred as
required by Rule 26(f), except in a proceeding exempted from initial disclosure under Rule
26(a)(1)(B), or when authorized by these rules, by stipulation, or by court order.

(2) Early Rule 34 Requests.

Time to Deliver. More than 21 days after the summons and complaint are served on a party, a
request under Rule 34 may be delivered:

(i) to that party by any other party, and
(ii) by that party to any plaintiff or to any other party that has been served.

(B) When Considered Served. The request is considered to have been served at the first Rule 26(f)
conference.

(3) Sequence. Unless the parties stipulate or the court orders otherwise for the parties’ and
witnesses’ convenience and in the interests of justice:
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(A) methods of discovery may be used in any sequence; and
(B) discovery by one party does not require any other party to delay its discovery.
(e) Supplementing Disclosures and Responses.

(1) In General. A party who has made a disclosure under Rule 26(a)—or who has responded to an
interrogatory, request for production, or request for admission—must supplement or correct its
disclosure or response:

(A) in a timely manner if the party learns that in some material respect the disclosure or response
is incomplete or incorrect, and if the additional or corrective information has not otherwise been
made known to the other parties during the discovery process or in writing; or

(B) as ordered by the court.

(2) Expert Witness. For an expert whose report must be disclosed under Rule 26(a)(2)(B), the party's
duty to supplement extends both to information included in the report and to information given
during the expert's deposition. Any additions or changes to this information must be disclosed by
the time the party's pretrial disclosures under Rule 26(a)(3) are due.

(f) Conference of the Parties; Planning for Discovery.

(1) Conference Timing. Except in a proceeding exempted from initial disclosure under Rule
26(a)(1)(B) or when the court orders otherwise, the parties must confer as soon as practicable—
and in any event at least 21 days before a scheduling conference is to be held or a scheduling order
is due under Rule 16(b).

(2) Conference Content; Parties’ Responsibilities. In conferring, the parties must consider the nature
and basis of their claims and defenses and the possibilities for promptly settling or resolving the
case; make or arrange for the disclosures required by Rule 26(a)(1); discuss any issues about
preserving discoverable information; and develop a proposed discovery plan. The attorneys of
record and all unrepresented parties that have appeared in the case are jointly responsible for
arranging the conference, for attempting in good faith to agree on the proposed discovery plan,
and for submitting to the court within 14 days after the conference a written report outlining the
plan. The court may order the parties or attorneys to attend the conference in person.

(3) Discovery Plan. A discovery plan must state the parties’ views and proposals on:

(A) what changes should be made in the timing, form, or requirement for disclosures under Rule
26(a), including a statement of when initial disclosures were made or will be made;
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(B) the subjects on which discovery may be needed, when discovery should be completed, and
whether discovery should be conducted in phases or be limited to or focused on particular issues;

(C) any issues about disclosure, discovery, or preservation of electronically stored information,
including the form or forms in which it should be produced;

(D) any issues about claims of privilege or of protection as trial-preparation materials, including—if
the parties agree on a procedure to assert these claims after production—whether to ask the court
to include their agreement in an order under Federal Rule of Evidence 502;

(E) what changes should be made in the limitations on discovery imposed under these rules or by
local rule, and what other limitations should be imposed; and

(F) any other orders that the court should issue under Rule 26(c) or under Rule 16(b) and (c).

(4) Expedited Schedule. If necessary to comply with its expedited schedule for Rule
16(b) conferences, a court may by local rule:

(A) require the parties’ conference to occur less than 21 days before the scheduling conference is
held or a scheduling order is due under Rule 16(b); and

(B) require the written report outlining the discovery plan to be filed less than 14 days after the
parties’ conference, or excuse the parties from submitting a written report and permit them to
report orally on their discovery plan at the Rule 16(b) conference.

(g) Signing Disclosures and Discovery Requests, Responses, and Objections.

(1) Signature Required; Effect of Signature. Every disclosure under Rule 26(a)(1) or (a)(3) and every
discovery request, response, or objection must be signed by at least one attorney of record in the
attorney's own name—or by the party personally, if unrepresented—and must state the signer's
address, e-mail address, and telephone number. By signing, an attorney or party certifies that to
the best of the person's knowledge, information, and belief formed after a reasonable inquiry:

(A) with respect to a disclosure, it is complete and correct as of the time it is made; and
(B) with respect to a discovery request, response, or objection, it is:

(i) consistent with these rules and warranted by existing law or by a nonfrivolous argument for
extending, modifying, or reversing existing law, or for establishing new law;

(ii) not interposed for any improper purpose, such as to harass, cause unnecessary delay, or
needlessly increase the cost of litigation; and
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(iii) neither unreasonable nor unduly burdensome or expensive, considering the needs of the case,
prior discovery in the case, the amount in controversy, and the importance of the issues at stake in
the action.

(2) Failure to Sign. Other parties have no duty to act on an unsigned disclosure, request, response,
or objection until it is signed, and the court must strike it unless a signature is promptly supplied
after the omission is called to the attorney's or party's attention.

(3) Sanction for Improper Certification. If a certification violates this rule without substantial
justification, the court, on motion or on its own, must impose an appropriate sanction on the signer,
the party on whose behalf the signer was acting, or both. The sanction may include an order to pay
the reasonable expenses, including attorney's fees, caused by the violation.

Notes

(As amended Dec. 27, 1946, eff. Mar. 19, 1948; Jan. 21, 1963, eff. July 1, 1963; Feb. 28, 1966, eff.
July 1, 1966; Mar. 30, 1970, eff. July 1, 1970; Apr. 29, 1980, eff. Aug. 1, 1980; Apr. 28, 1983, eff.
Aug. 1, 1983; Mar. 2, 1987, eff. Aug. 1, 1987; Apr. 22, 1993, eff. Dec. 1, 1993; Apr. 17, 2000, eff.
Dec. 1, 2000; Apr. 12, 2006, eff. Dec. 1, 2006; Apr. 30, 2007, eff. Dec. 1, 2007; Apr. 28, 2010, eff.
Dec. 1, 2010; Apr. 29, 2015, eff. Dec. 1, 2015.)

Committee Notes on Rules—2006 Amendment

Subdivision (a). Rule 26(a)(1)(B) is amended to parallel Rule 34(a) by recognizing that a party must
disclose electronically stored information as well as documents that it may use to support its claims
or defenses. The term “electronically stored information” has the same broad meaning in Rule
26(a)(1) as in Rule 34(a). This amendment is consistent with the 1993 addition of Rule 26(a)(1)(B).
The term “data compilations” is deleted as unnecessary because it is a subset of both documents
and electronically stored information.

Changes Made After Publication and Comment. As noted in the introduction [omitted], this
provision was not included in the published rule. It is included as a conforming amendment, to
make Rule 26(a)(1) consistent with the changes that were included in the published proposals.

[ Subdivision (a)(1)(E).] Civil forfeiture actions are added to the list of exemptions from Rule 26(a)(1)
disclosure requirements. These actions are governed by new Supplemental Rule G. Disclosure is
not likely to be useful.

Subdivision (b)(2). The amendment to Rule 26(b)(2) is designed to address issues raised by

difficulties in locating, retrieving, and providing discovery of some electronically stored information.

Electronic storage systems often make it easier to locate and retrieve information. These

advantages are properly taken into account in determining the reasonable scope of discovery in a
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particular case. But some sources of electronically stored information can be accessed only with
substantial burden and cost. In a particular case, these burdens and costs may make the
information on such sources not reasonably accessible.

It is not possible to define in a rule the different types of technological features that may affect the
burdens and costs of accessing electronically stored information. Information systems are designed
to provide ready access to information used in regular ongoing activities. They also may be designed
so as to provide ready access to information that is not regularly used. But a system may retain
information on sources that are accessible only by incurring substantial burdens or costs.
Subparagraph (B) is added to regulate discovery from such sources.

Under this rule, a responding party should produce electronically stored information that is
relevant, not privileged, and reasonably accessible, subject to the (b)(2)(C) limitations that apply to
all discovery. The responding party must also identify, by category or type, the sources containing
potentially responsive information that it is neither searching nor producing. The identification
should, to the extent possible, provide enough detail to enable the requesting party to evaluate the
burdens and costs of providing the discovery and the likelihood of finding responsive information
on the identified sources.

A party's identification of sources of electronically stored information as not reasonably accessible
does not relieve the party of its common-law or statutory duties to preserve evidence. Whether a
responding party is required to preserve unsearched sources of potentially responsive information
that it believes are not reasonably accessible depends on the circumstances of each case. It is often
useful for the parties to discuss this issue early in discovery.

The volume of—and the ability to search—much electronically stored information means that in
many cases the responding party will be able to produce information from reasonably accessible
sources that will fully satisfy the parties’ discovery needs. In many circumstances the requesting
party should obtain and evaluate the information from such sources before insisting that the
responding party search and produce information c